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Preface

Nuclear power engineering has undergone remarkable transformations and expan-

sion over the past eight decades. While the CP-1 experiment, carried out at the Uni-

versity of Chicago in December 1942, already integrated principles such as safety

margins, defense in depth, and safety culture, their application within the nuclear

power sector has evolved significantly. It is evident that our comprehension of these

principles has profoundly shaped the progression of nuclear engineering in recent

times. Undeniably, the future trajectory of nuclear engineering will be heavily re-

liant on the efficacious incorporation of safety margins in novel reactor designs.

Maintaining thermal safety margins in nuclear reactors is crucial to prevent po-

tential damage to the reactor core structure from excessive heat. Accurately pre-

dicting these margins is vital for the safe and cost-effective operation of a nuclear

power plant, both during normal operations and anticipated operational occurrences.

However, predicting thermal safety margins is a complex task. It typically requires

a substantial database to provide a statistical foundation for margin estimates. When

the database is limited, other methods such as bounding, engineering judgment, or

analytical adjustment must be employed. It goes without saying that these factors

contribute to the complexity and difficulty of predicting thermal safety margins.

This book has a twofold objective. The first two sections aim to provide a com-

prehensive review of the current state of nuclear engineering in general and in nu-

clear reactor thermal hydraulics in particular. The third section offers insights into

topics such as the assessment of thermal performance of fuel elements, the handling

of uncertainties, and the analysis and prediction of thermal safety margins.

The book is versatile in its usage and does not presume any prior knowledge of

the subject from the reader. Portions of the book, especially the first two sections, can

serve as foundational material for teaching undergraduate courses at both B.S. and

M.S. levels. This content can also be beneficial for most practicing nuclear engineers.

Chapters 4 and 8 and parts of the third section are tailored for graduate students, code

developers, and researchers.

Given the central role that thermal-hydraulic design and analysis of the core of a

nuclear reactor play in predicting thermal margins, the book places significant em-

phasis on both the theoretical and practical foundations for advanced computational

methods for reactor core thermal-hydraulics. While the book does not include de-

scriptions of reactor thermal-hydraulics codes, it provides sufficient material to fa-

cilitate a basic understanding of code manuals and code development.

The topics explored in this book were conceived and developed by various indi-

viduals. Numerous exceptional texts have guided me in shaping the content of this

book. Throughout my career, I have had the privilege of engaging with many bril-

liant minds and discussing the subject matter. Much of the material stems from lec-

tures on reactor thermal-hydraulics, nuclear reactor technology, and nuclear reactor
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dynamics, delivered as part of the nuclear engineering program at the KTH Royal

Institute of Technology in Stockholm, Sweden.

Completing this book would not be possible without the support and inspiration

of many people. First and foremost I thank my wife Ewa for her continued sup-

port in writing this book. It is challenging to recall all the individuals who have

influenced me, and any list of names would likely omit someone. However, I would

like to express my gratitude to my teachers, mentors, colleagues, fellow educators

and researchers, and undergraduate and graduate students for their profound and in-

spiring discussions. Special acknowledgments go to C. Adamsson, I.G. Anghel, M.

Bergagio, D. Caraghiaur, J. Dufek, J.M. Le Corre, W. Fan, K. Fu, S. Hedberg, G.F.

Hewitt, K. Karkoszka, N. Kurul, H. Li, O. Nylund, R. Pegonen, M.Z. Podowski, A.

Riber-Marklund, B.R. Sehgal, R. Thiele, and G. Yadigaroglu. Finally, I would like to

acknowledge encouragement and support from Danny Kielty at CRC Press, Taylor

& Francis Group.
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1 Overview of Nuclear
Reactor Safety and Design

Nuclear power is employing nuclear fission to produce carbon-free electricity and

heat. Since about 200 MeV= 3.2× 10−11 J of energy is released per fission of a

single nucleus of 235U, one mole (235 g) of 235U, containing NA = 6.02×1023 nuclei,

provides during fission enormous amount of energy equal to 1.93× 1013 J, while

releasing about 235 g of radioactive fission products. The same amount of energy

could be obtained from the combustion of more than 580 tons of coal, emitting to the

atmosphere about 1160 tons of CO2. Thus, compared to conventional power plants,

nuclear power plants require much less fuel and generate much less waste per unit

of final energy produced, but require more attention as far as safety precautions are

concerned due to the high power density and the high toxicity of the radioactive

wastes.

Radioactivity is a natural phenomenon in which particles are emitted from nuclei

as a result of nuclear instability. Natural radiation comprises cosmic radiation and

the radiation arising from the decay of naturally occurring radionuclides. In fact, ra-

diation and radioactive substances have many beneficial applications, ranging from

power generation to uses in medicine, industry, and agriculture. However, any ex-

posure to radiation may be potentially harmful. Already in 1928, in response to the

growing recognition of the hazards of radiation, the Second International Congress

of Radiology established the International Commission on Radiological Protection

(ICRP) to set standards of permissible exposure to radiation.

From the very beginning of the peaceful use of nuclear power, stringent safety

standards have been established to protect humans and the environment from the

harmful effects of ionizing radiation. These standards established fundamental safety

principles, requirements, and measures to control the radiation exposure of humans

and the release of radioactive material to the environment.

A very comprehensive set of safety standards and guides has been established

and adopted by the International Atomic Energy Agency (IAEA). The IAEA safety

standards include

1. Safety Fundamentals, describing the fundamental safety objective and princi-

ples.

2. General and Specific Safety Requirements, establishing the requirements that

must be met to ensure the protection of humans and the environment.

3. General and Specific Safety Guides, providing recommendations and guidance

on how to comply with the safety requirements.

In this chapter we present an overview of nuclear power safety and design. In §1.1

we recall some most important facts from the history of nuclear power development,
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4 Thermal Safety Margins in Nuclear Reactors

such as defining the early safety research goals and establishing design principles

for major nuclear power plant components and systems. Nuclear safety standards

are shortly introduced in §1.2, whereas the concepts of safety margins and safety

analyses are explained in §1.4 and §1.5, respectively. The causes and consequences

of major nuclear power plant accidents are described in §1.7.

1.1 HISTORICAL REVIEW

Early in 1942, a group of scientists led by Enrico Fermi gathered at the University

of Chicago to transform scientific theories into technological reality. They designed

and constructed the first nuclear reactor known as Chicago Pile-1 (CP-1), containing

40 tons of natural uranium, distributed throughout 385 tons of graphite. The natu-

ral uranium served as fuel and the graphite as moderator and reflector. The reactor

also contained control rods made of cadmium. On December 2, 1942, at 3:25 p.m.

Chicago time, after a very slow withdrawal of control rods that took several hours,

the nuclear reaction became self-sustaining. The world had entered the age of nuclear

power.

To address the possibility of a failure, multiple safety precautions were designed

into the CP-1 experiment. Three sets of control rods were employed. Along with

the primary set used to fine-control the nuclear chain reaction, two other sets were

designed with safety in mind. One of the safety sets was automatically operated by

an electric motor and responded to an instrument reading from a radiation counter.

The other system consisted of an emergency safety rod, which was withdrawn from

the pile and tied down by a rope. It was the job of the “Safety Control Rod Axe Man”

(scram) to stand by ready to cut the rope with an axe should something unexpected

happen. In addition to the two mechanical systems, a “liquid-control squad” was

organized to pour a cadmium-salt solution over the pile in case of a failure of these

systems.

The CP-1 experiment demonstrated that nuclear reactor safety has been an impor-

tant consideration from the very beginning of the development of nuclear reactors.

Even though not expressed in these words, the experiment gave birth to such safety

concepts as the defense in-depth approach and the safety system redundancy and

diversification. Another important safety aspect, termed today as the safety culture,

was initiated by Fermi himself. Just before the reactor was expected to reach criti-

cality for the first time, Fermi directed that the experiment be shut down and that all

adjourned for lunch. This attitude helped to calm down and release the tension of the

crew and to carry out the experiment without any incident.

Before 1957, nuclear power safety had not reached full recognition, indepen-

dent from nuclear development. In the US, the Atomic Energy Act was signed by

President Harry S. Truman on August 1, 1946, and the principal functions of the

Atomic Energy Commission (AEC) were defined: to produce fissionable material

for weapons and to develop and manufacture weapons as military requirements dic-

tated. The 1946 act also encouraged AEC to develop peaceful uses of atomic energy,

though this function remained secondary to weapons production. The nuclear tech-

nology was opened to commercial enterprise nine years later, by the 1954 Atomic
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Energy Act, and since then AEC started to carry out its role more publicly. In closing

his February 1954 message to Congress proposing new atomic-energy legislation,

President Eisenhover recommended the AEC “to establish minimum safety and se-

curity regulations to govern the use and possession of fissionable material”. Through-

out the 1954 Act sections on licensing and regulation, the objectives “to protect the

health and safety of the public” were frequently and clearly stated. In that the dan-

gerous nature of the technology was recognized and the basic goal of the AEC’s

regulatory function was underscored [154].

Already from the beginning of the commercial nuclear power development, it

was clear that the main danger of a nuclear reactor core is not the possibility that it

might explode but the fact that it contains radioactive fission products. In a nuclear

accident, the fission products might be liberated into the atmosphere or the ground

water. The first document that described the method to calculate off-site doses due

to postulated release of fission products from the core of an LWR into the contain-

ment atmosphere (so called source term) was published by AEC in 1962 [55]. The

source term was postulated from an accident that resulted in a substantial meltdown

of the reactor core. Since that time substantial information was developed updating

the knowledge about severe LWR accidents and the resulting behavior of the released

fission products [194].

International cooperation in the development of atomic energy for peaceful pur-

poses was proposed by President Eisenhower on December 8, 1953, in his famous

speech “Atom for Peace”, delivered before the United Nations. Four years later, in

1957, the United Nations set up the International Atomic Energy Agency (IAEA)

with the primary function to act as an auditor of world nuclear safety. Currently

(2020s) the IAEA’s role is significantly strengthened, including such activities as pre-

scription of safety procedures, reporting of nuclear reactor incidents and accidents,

and setting international safety benchmarks to which participating States would sub-

scribe. The IAEA Convention on Nuclear Safety (CNS) was drawn up during a series

of expert meetings from 1992 to 1994 and finally entered into force in October 1996.

The CNS is based on the Parties’ common interest to achieve higher levels of safety

that will be developed and promoted through regular meetings. It obliges Parties to

submit reports on the implementation of their obligations for “peer review” at meet-

ings that are normally held at IAEA headquarters. The reports are publicly available

at the IAEA website.1

1.1.1 EARLY SAFETY RESEARCH GOALS

Intensive nuclear research program started in the second half of the 1950s. Soon the

focus converged on such topics as the plant siting and the reactor core design. Reactor

siting affects safety since, in the event of a large uncontrolled release of radioactivity

resulting from a serious reactor accident, a significant area surrounding the reactor

building would be contaminated.

The key safety issue in the core design was to maintain the integrity of the struc-

ture under the stress resulting from high temperatures and irradiation due to fission.

1https://www.iaea.org/topics/nuclear-safety-conventions/convention-nuclear-safety/documents

https://www.iaea.org
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Since the fuel cladding represents the first safety barrier containing the hazardous

radioactive fission products, finding a suitable material became the first challenge.

Various materials including stainless steel, aluminum, niobium, and beryllium were

examined as potential cladding materials. It was found, however, that zirconium al-

loys are best suited as cladding material due to a small capture cross section for

thermal neutrons and due to high resistance to corrosion by water at temperatures

typical of operating nuclear reactors.

The coolability of nuclear reactor cores under all conceivable operating condi-

tions is one of the main research topics in nuclear engineering. In the 1950s very

little was known about single-phase convective and boiling heat transfer at condi-

tions typical of nuclear reactors. New research was needed to predict heat transfer

intensity and limiting hot spots in the core. Soon various boiling heat transfer regimes

were identified, including subcooled boiling, bulk boiling, nucleate boiling, and film

boiling.

Nucleate boiling was found to be an effective means of removing heat from fuel

elements. However, at certain conditions the boiling heat transfer rate could dramat-

ically decrease, resulting in an increase in clad temperature. This condition, which

could threaten the structural integrity of a fuel element, was called burnout or boiling

crisis, and the maximum heat flux just before reaching the condition was called the

critical heat flux (CHF). Further research revealed that CHF could be reached within

a wide range of two-phase flow patterns, starting from a very low content of the va-

por phase and ending with a relatively high content of the vapor phase in the boiling

channel. Since the CHF mechanisms in both situations were found to be different,

the former type of CHF was called departure from nucleate boiling (DNB), and the

latter one was called dryout.

Early reactor core designers realized that to ensure safety, it must be required

that none of the thermal limitations on the core behavior were exceeded. One of the

limitations arises from requiring that the clad surface heat flux always remains below

its CHF limit. Clearly, due to nonuniform power distribution in a core, the “distance”

to the CHF limit varies at different locations. The channel with the shortest distance

to the CHF limit was termed hot channel, and the location where it occurred was

called hot spot.

1.1.2 CONTAINMENT DEVELOPMENT

The role of containment is to protect the public from uncontrolled release of fission

products following a severe accident. The earliest reactors did not have any contain-

ment, and it was first when designing the Shippingport Plant in 1954 that the decision

was made that commercial plants would be required to have this type of reinforced

enclosure surrounding the primary system. That was the beginning of the defense in

depth philosophy according to which there should be several independent barriers

to prevent a free spread of radioactivity to the atmosphere. The containment would

be the fourth and last such barrier, after the uranium dioxide pellets, the Zircaloy

cladding of the fuel pellets, and the thick-walled primary system.
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During the 1960s, the containment research and design focused on the enhanc-

ing heat removal by the containment wall and on the removal of fission products

from the steam-air atmosphere. The basic experiments that were performed included

the iodine transport tests, condensate-driven fission product removal studies, and

large scale tests with simulated fission products that allowed increased concentra-

tions without increasing the radioactivity.

Pressure suppression containment system for BWRs was developed by General

Electric to reduce the containment size through exploiting the high energy absorp-

tion capacity of a water pool. According to this design, the containment contains a

drywell that surrounds the reactor and provides a primary barrier to coolant release

during an accident. Discharge of drywell air and the water–steam mixture occurs

through a vent system into a large water pool placed in a wetwell. The water pool

serves as a large passive heat sink and absorbs and retains radioactive material re-

leased during a severe core accident.

For PWRs the containment volume is determined by the large size of a primary

system that includes a reactor pressure vessel, main circulation pumps, steam gen-

erators, and the primary system pipings. During the 1960s Westinghouse developed

the ice condenser concept so that steam released from a primary system rapture must

flow through ice condensers before escaping into the free volume of the containment.

This arrangement helps to reduce the pressure and temperature of a post-accident

containment atmosphere, which are the main driving forces for containment leakage

and release of fission products to the environment. In continuation, active contain-

ment systems were designed, such as containment spray cooling systems, recircula-

tion air cooling systems, and other heat removal systems. Further improvement of

PWR containment was achieved in the 2000s by the introduction of passive safety

systems in the AP1000 reactor developed by Westinghouse. The AP1000 plant pas-

sive containment cooling system requires no operator actions and uses only natural

forces such as gravity, natural circulation, and compressed gas to achieve its safety

function [48].

1.1.3 REACTOR CORE DEVELOPMENT

Reactor types are mainly determined by the material composition of their cores. In

particular, a combination of fuel and coolant material determines neutronic proper-

ties of the core and its ability to maintain criticality. For thermal reactors, the addition

of a moderator is necessary to slow down fast fission neutron to the thermal energy

spectrum. For fast reactors, in which fissions are achieved with high-energy neutrons,

materials that slow down neutrons should be avoided. A general requirement for any

material present in the core is that it should not parasitically absorb neutrons. The

reactor core coolant should be able to easily remove heat generated in the core and

transport it to the secondary system. For this reason, fluid coolants can be used in

a liquid form (mainly water and liquid metals) or as a gas (e.g., carbon dioxide or

helium). For fuel and moderator materials, fluid and solid forms can be considered,

such as metal, oxide or molten salt for the fuel and water, heavy water or graphite for

the moderator.
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Already in the 1950s many different reactor core types were examined. These re-

actors were small research reactors without the necessary balance of plant to generate

electricity.

First commercial-scale reactors used graphite as moderator to reduce the need for

uranium enrichment. In 1954, the graphite-moderated light water reactor (LWGR)

with 6 MWe electric output commenced operation in Obninsk, USSR. Two years

later a 60 MWe graphite-moderated carbon dioxide gas-cooled reactor (GCR) com-

menced operation in Calder Hall in the United Kingdom.

In 1956 in the United States, a legislation initiative was undertaken to direct AEC

to construct six pilot nuclear plants using different design principles. It was expected

that in this way a faster development toward generation of electricity from nuclear fis-

sion would be achieved. The proposed legislation was never enforced, however, and

only two reactor types had been developed: the light-water-cooled and moderated re-

actor and the liquid-metal-cooled breeder reactor. First 5 MWe boiling water reactor

(BWR), supplied by General Electric, commence operation in Vallecitos in 1957. A

year later Westinghouse supplied a pressurized water reactor (PWR) in Shippingport.

The reactor was designed to accommodate three different cores with natural uranium

“blanket” and high-enriched (93% 235U) uranium “seed”. The third core was a light

water breeder and used pellets made of thorium dioxide and uranium-233 oxide.

A natural-uranium fuel cycle with a heavy-water moderator reactor for civilian

electricity production was under development in Canada already during the 1950s.

First 20 MWe nuclear power demonstration reactor commenced operation in 1962,

followed by a ten-fold larger prototype of CANDU (short for Canada Deuterium

Uranium) in Douglas Point, which commenced operation in 1967.

Since the 1970s, light water reactors (LWRs) have been dominating in most coun-

tries. Notable exceptions were the United Kingdom, which commercialized GCRs

and later developed advanced gas-cooled reactors (AGRs), and Canada, which has

continued development of the CANDU reactor. The reason for the LWR dominance

was two-fold. Firstly, low-enriched uranium that is needed by LWRs became much

cheaper when innovative centrifuge separation technology was introduced. Secondly,

the reactor design has been simplified and several vendors in the United States and

in Europe were able to supply new nuclear power plants.

1.1.4 FUEL ROD DEVELOPMENT

The details of the fuel rod design for commercial power plants were established

during the 1950s and 1960s. A fuel element was constructed from a stack of UO2

fuel pellets enclosed in a hollow Zircaloy tube, sealed from both sides. The Zircaloy

cladding was designed to contain the radioactive fission products and to protect the

fuel from the severe steam-water environment. A gas gap between the clad and the

fuel pellets was built in to prevent cracking or fragmenting the ceramic fuel pellets.

To improve heat transfer in fuel elements, the gas gap was filled with pressurized

helium, which is an inert gas with high thermal conductivity. Much of the research

work was performed to investigate thermal properties of the fuel and gap, and an

oxidation and heat generation of zirconium alloy cladding.



Overview of Nuclear Reactor Safety and Design 9

1.1.5 EMERGENCY CORE COOLING SYSTEMS

Cooling of reactor cores received the greatest attention in discussions regarding light

water reactor safety. Early calculations showed that even following a scram, a large

break in the reactor coolant system could leave the core vulnerable to failure and

melting. Results from the semiscale research facility indicated that much of the water

used for core cooling could leave the reactor pressure vessel rather than reflood the

core immediately [151]. This rather pessimistic scenario was later rejected based on

the Loss-of-Fluid Test (LOFT) experiments, which showed that the emergency core

cooling injected into the coolant loop cold legs would flow down the reactor vessel

downcomer, while the steam in the reactor vessel would be vented up the downcomer

section near the broken cold leg. LOFT experiments not only demonstrated this be-

havior but were also able to quantify the amount of bypass which actually would

occur. This information, supported by detailed computer simulations, is currently

used in designing efficient emergency core cooling systems (ECCSs) [161].

The ECCS is designed to deliver water to the core in case of a hypothesized

large-break loss of coolant accident (LB-LOCA). For a break of a cold leg, steam

generated in the core would reverse direction and flow up in the downcomer. Si-

multaneously, the ECCS would deliver water toward the same region with intended

flow into the lower plenum, with the task to refill the plenum region and then reflood

the core. When high upward steam velocity would be reached in the downcomer,

part or all of the emergency cooling water would be prevented from getting to the

lower plenum. This limitation on the rate of liquid flowing down the downcomer is

known as counter-current flow limitation (CCFL). This phenomenon has been in-

tensively investigated experimentally and analytically and various analytical models

have been proposed [228].

Current LWR nuclear power plants use redundant (i.e., having parallel divisions

with the same safety functions) and multi-level (i.e., operating at different conditions,

such as pressure level) systems to mitigate loss of coolant accidents of all sizes,

and specific non-LOCA events, such as main steam line breaks. The safety injection

system (SIS) of EPR consists of the medium-head safety injection (MHSI) system,

the low-head safety injection (LHSI) system, and accumulators which contain large

amounts of water under gas pressure [70]. The AP1000 reactor is equipped with

core make-up tanks that will be drained by gravity in case of large-break LOCA,

accumulators that will be activated at intermediate pressure, in-containment refueling

water tank (IRWST) that will provide long-term water injection at low pressure, and

an automatic depressurization system, which will depressurize the primary system to

near containment pressure during small-break LOCA [48].

1.2 NUCLEAR SAFETY STANDARDS

Nuclear safety, often abbreviated to safety in various publications on nuclear power

plants, is the “achievement of proper operating conditions, prevention of accidents

or mitigation of accident consequences, resulting in protection of workers, the pub-

lic and the environment from undue radiation hazards” [107]. Safety standards are

needed for efficient protection of health and minimization of danger to life and
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property. Usually safety standards are covering a variety of application areas, includ-

ing nuclear safety, radiation safety, transport safety, waste safety, and general safety.

1.2.1 NUCLEAR SAFETY OBJECTIVES

The fundamental safety objective is to protect people and the environment from

harmful effects of ionizing radiation. To this end, the following measures are needed:

(1) To control the radiation exposure of people and the release of radioactive material

to the environment; (2) to restrict the likelihood of events that might lead to a loss of

control over a nuclear reactor core, nuclear chain reaction, or any source of radiation;

(3) to mitigate the consequences of such events if they were to occur [99].

1.2.2 NUCLEAR SAFETY PRINCIPLES

One of the basic safety principles states that the prime responsibility for safety of a

nuclear installation rests with the person or organization responsible for the instal-

lation and for activities that give rise to radiation risks. To make this responsibility

effective, a legal and governmental framework for safety, including an independent

regulatory body, must be established and sustained. People and the environment must

be protected against radiation risks and this protection must be optimized to provide

the highest level of safety that can reasonably be achieved. Nuclear or radiation ac-

cidents must be prevented and mitigated employing all practically available means.

In particular, arrangements must be made for emergency preparedness and response

for nuclear or radiation incidents.

1.2.3 NUCLEAR SAFETY ASSESSMENT

Safety of a nuclear power plant has to be assessed on a regular basis. Safety assess-

ment involves an analysis of normal operation of the plant and its consequences, but

it also includes analysis of paths to failures and consequences of such failures. The

goal of an assessment is to provide information that is necessary to make a decision

on whether or not something is satisfactory. This process typically requires that spe-

cific analyses are performed and actual operating parameters are compared to their

safety limit values. Examples of safety limit values and analyses that are typically

performed are discussed in §1.4 and §1.5.

1.3 CATEGORIES OF PLANT STATES

Nuclear power plant states are grouped into a limited number of categories primar-

ily on the basis of their frequency of occurrence. Typically the following five basic

categories are distinguished [106]:

1. Normal operation states, which are expected to occur over the entire lifetime

of the nuclear power plant unit.

2. Anticipated operational occurrences (AOO), which are plant operational states

that are expected to occur one or more times during the life of the nuclear

power plant unit.
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3. Design basis accident, which is a postulated accident leading to accident con-

ditions for which the nuclear power plant is designed in accordance with es-

tablished design criteria and conservative methodology, and for which releases

of radioactive material are kept within acceptable limits.

4. Design extension conditions without significant fuel degradation that are not

considered for design basis accident, but that are considered in the design pro-

cess for the facility in accordance with best estimate methodology, and for

which releases of radioactive material are kept within acceptable limits.

5. Design extension conditions similar as described above, but with core melting.

The first two categories (normal operation and anticipated operational occur-

rences) are also termed as operational states, whereas the last three categories belong

to accident conditions.

A plant is considered to be in a controlled state when the fundamental safety

functions can be ensured and the plant can be brought to a safe state following an

anticipated operational occurrence or accident conditions.

Normal operation of a nuclear power plant usually comprises startup, power op-

eration, shutting down, shutdown, maintenance, testing, and refueling. Any deviation

from normal operation that is expected to occur at least once during the plant lifetime,

but which does not lead to accident conditions, is considered to be an anticipated op-

erational occurrence.

Examples of anticipated operational occurrences in light water reactors (PWRs

and BWRs) are as follows:

• Loss of offsite power.

• Inadvertent control rod group withdrawal.

• Inadvertent moderator cooldown.

• Depressurization by spurious operation of an active element, such as a relief

valve.

• Blowdown of reactor coolant through a safety valve.

• Loss of normal feedwater.

• Loss of condenser cooling.

• Reactor-turbine load mismatch, including loss of load and turbine trip.

Examples of anticipated operational occurrences that are specific to PWRs are as

follows:

• Inadvertent chemical shim dilution.

• Loss or interruption of core coolant flow, excluding reactor coolant pump

locked rotor.

• Steam generator tube leaks.

• Control rod drop (inadvertent addition of absorber).

• Minor secondary system break.

The following anticipated operational occurrences are specific to BWRs:

• Trip of any of recirculation pumps.
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• Inadvertent blowdown of reactor coolant system.

• Inadvertent pump start in a hot recirculation loop.

• Condenser tube leak.

• Startup of an idle recirculation pump in a cold loop.

Accident conditions are all deviations from normal operation that are less fre-

quent and more severe than anticipated operational occurrences. They are generally

divided into design basis accidents and design extension conditions. The former refer

to postulated accidents leading to accident conditions for which a plant is designed

in accordance with established design criteria, and for which releases of radioactive

material are kept within acceptable limits. The latter refer to accident conditions that

are not considered as design basis, but which are analyzed during the design process,

and which, similarly to design basis accidents, cause radioactive releases within ac-

ceptable limits. However, they comprise events with melting of the reactor core and

with insignificant fuel degradation.

Anticipated transients without scram (ATWSs) are special types of anticipated

operational occurrences in which a reactor scram is demanded but fails to occur

due to a common-mode failure in the reactor scram system. Such transient can have

severe consequences and are addressed separately beyond design basis.

Accidents that are unanticipated occurrences, i.e., they are postulated but not

expected to occur during the lifetime of the nuclear power plant, are termed as pos-

tulated accidents. In light water reactors, the most frequently considered postulated

accidents are

• Loss of coolant accident (LOCA) in PWRs and BWRs.

• Ejection of a control rod assembly in PWRs.

• Control rod drop accident in BWRs.

• Major secondary system pipe rupture up to and including double-ended

rupture in PWRs and BWRs.

• Single reactor coolant pump locked rotor in PWRs.

• Seizure of one recirculation pump in BWRs.

1.4 SAFETY MARGINS

In the 1970s, when the fleet of nuclear power plants in operation increased signif-

icantly, rules and criteria for the design and construction of safe plants were estab-

lished. A concept of the design basis accident (DBA) was introduced, and plants

were required to satisfy the safety criteria under such extreme hypothetical condi-

tions. The criteria such as 1204◦C peak cladding temperature, 1% mean equivalent

cladding oxidation, and 17% local maximum cladding oxidation were introduced

with varying degrees of conservatism to compensate for limited level of knowledge

and weaknesses in the experimental database. For each particular plant a question

then could be raised whether it indeed satisfies the criteria and how large is the “dis-

tance” between the plant’s most severe state and the criteria. This led to a commonly

understood concept of an “adequate” safety margin when clearly defined safety limits

were defined and the plant was shown to always stay under these limits.



Overview of Nuclear Reactor Safety and Design 13

However, very soon it became clear that this approach was problematic since it

was not known how far the plant was from the safety limit. For that the real state

of the plant must be known and the crude approximations used for conservative esti-

mates were not accurate enough. Thus it was necessary to develop new models based

on physical laws of conservation and validate the models against proper experimental

data. This was achieved through an intensive research program in thermal hydraulics,

which was launched in the mid-1970s and lasted up to the 1990s. The main outcome

of the program was the validated best estimate computational codes and methods for

evaluation of the safety margins.

At the beginning of 1990s the usage of best estimate codes became well-

established. However, it was still not clear how to estimate and deal with the un-

certainties that were present in calculations. To support the new development, the

Nuclear Regulatory Commission in the United States and its contractors and con-

sultants developed and demonstrated a method called the code scaling, applicability,

and uncertainty (CSAU). The main goal of the work was to demonstrate that uncer-

tainties in complex phenomena could be quantified. The attention was turned to the

scalability and applicability of computational codes to safety studies of postulated

safety scenarios in nuclear power plants. A general two-step methodology to quan-

tify the uncertainty of calculated results was proposed. A “top-down” approach was

used to define the dominant phenomena and a “bottom-up” approach was followed

to quantify the uncertainties [23, 143, 236, 238, 245, 246].

The CSAU method initiated the development of modern best-estimate plus un-

certainty (BEPU) methods that are currently used by the nuclear power industry

around the world for power upratings, license renewals, and new design certifica-

tions. The original CSAU approach suffered from several drawbacks such as the

lack of objectivity, high cost, lack of clear separation of numerical errors from other

uncertainties, and limits on uncertainty propagation. The development of efficient

BEPU methods is still ongoing and focused mainly on codes with an internal assess-

ment of uncertainties. The industrial practice shows that uncertainty analyses with a

random sampling of input parameters to computer codes and nonparametric statis-

tical tolerance limits for estimating the uncertainty of output parameters have been

widely accepted.

1.4.1 TRADITIONAL VIEW ON SAFETY MARGINS

A precise definition of a safety margin is straightforward for simple systems only.

In fact this concept was developed and formalized in civil engineering applications

through the work on load-strength interference. The general definition of safety mar-

gin, called margin to damage in civil engineering applications, takes into consid-

eration the mean values of load L and strength S, along with their corresponding

probability density functions. The margin to damage can be then obtained as:

MD =
S−L√
σ2

S +σ2
L

, (1.1)
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where σ2
S is the strength’s S standard deviation and σ2

L is the load’s L standard devi-

ation. The margin to damage MD is an indirect measure of the overlap in the proba-

bility density functions and can be used to estimate the probability that the load does

not exceed the strength:

p(S > L) =
∫ ∞

0
fL(L)

[∫ ∞

L
fS(S)dS

]
dL, (1.2)

where fS(S) and fL(L) are the probability density functions for strength and load,
respectively. The above relationship suggests that, given sufficient information about
load, strength, and their standard deviations, the reliability of a system can be pre-
cisely computed. However, such information is often beyond the current state of the
art in the nuclear industry, since the probability functions for strengths of various
components are prohibitively expensive to obtain.

Example 1.1: Evaluation of the Margin to Damage

The damage temperature of a fuel cladding material is 900 K and the standard
deviation of the damage temperature is 3.5%. The maximum temperature of the
fuel cladding in the reactor core during normal operation is estimated as 823 K and
the corresponding estimated standard deviation is 15 K. Calculate the margin to
damage for the cladding material during reactor normal operation.

∗ ∗ ∗

Solution: The standard deviation of the clad damage temperature is equal to
900 × 0.035 = 31.5 K. Thus, the margin to damage becomes MD = (900 −
823)/

(
31.52 +152

)0.5
= 2.207.

A difference between the established acceptable limit of a safety parameter and

the calculated operational value of the parameter is termed a safety margin. Safety

margins are expressed in the same physical units that are used for the relevant safety

parameter. Clearly, in a complex nuclear installation such as a nuclear power plant,

there will be as many safety margins as barriers or systems whose loss is considered

to be a safety issue.

The concept of safety margin is not new and specific to nuclear power plants. It

is applicable to virtually all systems where damage is possible and there is some un-

certainty about when and why the damage occurs. Therefore there is a need for clear

identification of safety parameters and their relation to the possible damage. In nu-

clear application the damage is mostly related to unacceptable radiological releases.

The safety margin concept for conservative and best estimate calculations with un-

certainty quantification is illustrated in Fig. 1.1. This concept is further developed

and discussed in §12.

1.4.2 PHYSICAL BARRIERS TO LIMIT RADIOACTIVE RELEASE

In complex systems like nuclear power plants, there are many paths to failure or dam-

age. Due to this, various redundant safety systems and radiation release barriers are
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Failure limit

Accepted by Regulatory
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Figure 1.1 Safety margin determined by conservative and best estimate calcula-

tions.

introduced. Since the ultimate goal of nuclear safety is to prevent unacceptable radi-

ological release to the public or to the environment, safety margins should be consid-

ered at least for those systems and barriers whose failure could potentially contribute

to unacceptable radiological releases. Furthermore, for each barrier or safety sys-

tem, a set of safety variables and their relation with the barriers and system function

losses, must be clearly identified.

Concerning the public protection in case of an accident, three successive barri-

ers to limit radioactive release are considered: the fuel cladding, the primary system

boundary, and the containment. For each of the barriers, the defense in-depth prin-

ciple is used during the system design. The three levels of the defense in depth are:

1. Prevention of departure from normal operation.

2. Detection of departure from normal operation and protective systems to cope

with this deviation.

3. Safety, protective systems, and operator actions to mitigate accident conse-

quences.

1.4.3 SAFETY VARIABLES AND SAFETY LIMITS

Safety variables are defined as such operating parameters, for which safety system

settings are specified in the safety analysis report. These parameters vary accord-

ing to reactor type and design, but in general, they are concerned with such physical

quantities as neutron flux, power, pressure, temperature, flow, and radioactivity. They

also include various safety-related events or conditions, such as loss of normal elec-

trical power supply or emergency power supply [110].

The neutron flux density is strictly related to the reactor fission power and thus

safety system settings are necessary for the flux level and distribution, rate of change,

and oscillation. To avoid sudden power increases, the safety system settings should

also include reactivity protection devices.
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The temperature level and its increase rate belong to the most important safety

variables, since too high temperatures may cause damage to the various radioactivity-

release barriers, such as fuel pellets and fuel cladding. Thus safety settings are

imposed on temperatures of fuel cladding, fuel channel coolant, and reactor core

coolant. Inlet water and outer steam temperatures for the steam generator are impor-

tant parameters to determine the safe operation of the nuclear power plant.

Pressure needs to be maintained within predefined ranges in various components

and systems such as the reactor coolant system, the steam lines and turbines, the

drywell, and the containment.

Sufficient flow rates and water levels are essential for the safe operation of such

components as a reactor core and a steam generator. Thus settings are needed for re-

actor coolant flow and its rate of change. Tripping of the primary coolant circulation

pump is a related safety condition since it directly affects the flow rate of coolant

through the core.

The radioactivity levels should be monitored in the primary circuit, in the steam

lines, and in the reactor building.

Safety variables are characterizing onset of some type of damage. Class-specific

acceptance criteria are set in terms of acceptable extreme values of safety variables.

Given a particular plant scenario, the evolution of the safety variable must be calcu-

lated to determine whether it remains below the safety limit or not.

The selection of safety variables and safety limits is based on the analysis of

the barrier failure modes. For each accident frequency class, a set of design basis

transients is selected. For each considered barrier degradation mode there should be

at least one protection and for each pair of degradation mode/protection, there should

be at least one design basis transient considered.

As an example, for a core damage event, three safety variables can be consid-

ered: the peak cladding temperature (PCT), the enthalpy deposition rate, and the

total cladding oxidation. While the embrittlement damage mechanism occurs as a

consequence of an increase in the PCT, the too high enthalpy deposition rate governs

the initiation of cracking of the cladding. However, both PCT and the total cladding

oxidation can be tracked if the subject damage mechanism is embrittlement.

1.4.4 SAFETY CRITERIA

The general principles for deriving the safety criteria are as follows. Category 1 and 2

events (normal operation and anticipated operational occurrences, respectively) have

a high probability that very drastic reference values are defined for the radiologi-

cal consequences to be acceptable. For category 2 the limit is typically bounded by

the integral annual limit of activity release for normal operation (category 1). The

phenomena which endanger the fuel rod integrity are thermal and thermomechan-

ical loads to the cladding and the loss of integrity of fuel pellets by melting. The

following measures are taken to prevent those damages:

• Prevention of the critical heat flux (CHF) to avoid a large temperature rise in

the cladding. A typical requirement is that the probability to remain below

CHF limit in the hottest point is 95% with a 95% level of confidence.
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• Prevention of fuel melting by limiting the fuel maximum linear power.

• Prevention of cladding embrittlement by forcing a maximum value of the

allowable cladding temperature not to be exceeded. In addition, limits are

given for the cladding oxidation and the hydrogen pick up, characterizing

the metallurgical state, which may induce cladding embrittlement.

Other criteria, related to the mechanical loads of the cladding, are defined, in-

cluding: cladding circumferential deformation, rod internal pressure, cladding stress,

cladding fatigue, total strain in category 1 and 2 transients, and fretting wear of

cladding. Cladding thermal loads are limited by fixing the maximum metal oxide

interface temperature.

Additional fuel safety criteria are introduced for events of categories 3 and 4.

Due to the lower occurrence probability of category 3, limited fuel damage in some

fuel rods is allowed. However, the prescribed reference values of radiological conse-

quences shall be met and the fuel damage shall not degrade the reactor core cooling

function. In particular, it is required that the core geometry remains coolable under

such conditions.

Category 4 includes some specific low-probability accident types, such as the

large-break loss of coolant accident, the reactivity initiated accident, and sometimes

the main steam line break accident. For this category, significant damage for a few

fuel elements can be accepted. However, similarly as for category 3, the core geom-

etry should still be preserved to allow long-term coolability.

For both categories 3 and 4 the following is valid:

• Prevention of critical heat flux phenomena.

• Prevention of fuel melting.

• Prevention of cladding embrittlement.

Widely used criteria for category 4 LOCAs are:

• Maximum cladding oxidation including corrosion before and during an

accident shall not exceed 17% of the clad wall thickness for a Zircaloy

cladding material.

• Maximum cladding temperature during transient shall not exceed 1477 K

(1204◦C).

Various safety criteria are used to assess the level of safety of nuclear power

plants. The term “limit” is used to indicate that a specific value of a certain quantity

must not be exceeded since otherwise some legal sanctions would be invoked. Cri-

teria used for other purposes, for example as a threshold value indicating a need for

further investigations, are using other terms, such as reference level.

Safety limits are limits on operational parameters within which a nuclear power

plant has been shown to be safe. Thus safety limits are operational limits and condi-

tions beyond those for normal operation. A limit acceptable to the regulatory body is

called an acceptable limit.

Safety limits are applicable to operational parameters that have an influence on

nuclear reactor safety. Complete or sufficient information is not available for all such
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operational parameters. However, most of the current safety criteria were established

during the 1960s and early 1970s, using available experimental data for verification.

Further development of the criteria was continued during decades of operational ex-

perience. Currently well-established lists of safety criteria exist for nuclear power

plants [172].

Limiting criteria imposed in safety analyses can be divided into the following

three categories:

1. Safety criteria, which are criteria imposed by the regulator. If the criteria are

preserved during reactor operation, safety criteria ensure that the impact of a

design basis accident on the environment is acceptable.

2. Operational criteria, which are criteria specific to the nuclear power plant de-

sign and provided by the plant vendor as part of the licensing basis. Opera-

tional criteria ensure that safety criteria are not violated.

3. Design criteria, which represent limits employed by vendors or utilities for the

design. Design criteria are preserved during normal operation and anticipated

operational occurrences.

A

B

Safety limit

TC

Time

1

2

3

4

Figure 1.2 Illustration of a safety limit, a safety system setting, and an operational

limit using the fuel cladding temperature as the critical safety parameter.

The concept of safety limit and its relation to safety system settings and to an op-

erational limit are illustrated in Fig. 1.2. The figure shows the case in which the crit-

ical safety parameter of concern is the fuel cladding temperature. It is assumed that

the fuel cladding temperature is obtained by correlation with the monitored coolant

temperature. If the monitored parameter exceeds an alarm setting, the operator will

be alerted and will activate an automatic system to reduce the temperature to the pre-

vious steady-state value. The delay in the operator’s response should be taken into

consideration so that the temperature will not reach the operational limit for normal
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operation. Curve 1 shows the condition when the alarm setting is exceeded. Curve

2 represents the transient when the operational limit is exceeded and the operator is

able to take corrective action to prevent the safety system setting from being reached.

If a malfunction of the control system or operator error occurs, the monitored pa-

rameter might reach the safety setting at point A on curve 3. As a consequence, after

some inherent delay in the instrumentation and equipment, the correction action be-

comes effective at point B. In case of a more severe failure, which goes beyond the

most severe one that the plant was designed for, the temperature of the cladding

might exceed the value of the safety limit, as demonstrated by curve 4. Since under

such circumstances significant amounts of radioactive material could be released,

measures for accident management should be activated to mitigate the possible con-

sequences [110].

A set of operational limits and conditions for a nuclear power plant shall be

developed by the plant operating organization. The operational limits should be ac-

cessible as a single document to control room personnel. They should clearly state

the plant conditions that must be met to avoid situations that might lead to accident

conditions. Typically the document contains information on the safety limits, limit-

ing safety system settings, limits and conditions for normal operation, and surveil-

lance requirements. It should also provide information on actions to be taken when

deviations from the stated operation limits and conditions occur.

1.5 SAFETY ANALYSES

The primary goal of a safety analysis is a proper understanding of the processes

that take place during normal operation and accidental conditions of a nuclear power

plant. When the analysis also includes determinations or judgments of the plant state

acceptability, it is called a safety assessment. A safety analysis is typically used to

evaluate the potential hazards associated with various operational states and acci-

dent conditions of a plant. These operational states are broadly divided into normal

operations and anticipated operational occurrences, as discussed below.

1.5.1 ACCIDENT SCENARIOS

In the context of safety analysis of a nuclear power plant, an event is any occur-

rence unintended by the operator. It includes such occurrences as operating errors,

equipment failures, or any other mishap, the consequences of which are not negligi-

ble from the point of view of protection and safety. A set of postulated or assumed

events or conditions is called a scenario.

One of the methods for performing uncertainty analysis is based on the use of

bounding scenario (also called enveloping scenario) calculations. The bounding sce-

narios should be chosen so that they include cases presenting the greatest possible

challenges to each of the relevant acceptance criteria. Several postulated initiating

events may be combined and the safety analysis should confirm that the grouping of

initiating events is acceptable [109].
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1.5.2 EFFECT OF REACTOR INPUT PARAMETERS AND STATE

Reactor state and operating conditions are known only with limited precision. For

example, a coolant flow rate through each individual channel can fluctuate with time

due to the turbulent character of the flow, or due to a reactor power time variations.

The fuel state is also changing with an increasing burn-up, and the tolerances may

no longer be as fabricated. Realistic reactor state variations can be determined by ex-

amination of the most probable condition and the distribution around this condition.

To this end both experimental data and analytic studies can be used.

1.6 REACTOR CORE DESIGN

A reactor core is the central system of a nuclear power plant and thus its design

must be performed with the highest possible safety standards. Since fuel elements

and assemblies contain radioactive material, their structural integrity has to be main-

tained to avoid radioactivity release. The design of fuel elements has to assure that

they withstand the anticipated radiation and heat flux levels without significant de-

terioration of their mechanical properties. The deterioration could result from, e.g.,

differential expansion and deformation, internal and external pressure changes, irra-

diation, and thermal loads acting on the fuel elements.

The design of the reactor core should be done together with the design of reac-

tor cooling systems and the reactor control and reactor protection systems to assure

effective core cooling under operational conditions and accidents without significant

fuel degradation. The design contains three main components: the neutronic design,

the thermal-hydraulic design, and the mechanical design. Each of these design com-

ponents is addressing specific design considerations, as discussed in the following

sections.

1.6.1 NEUTRONIC DESIGN

One of the primary goals of the neutronic design of a nuclear reactor core is to en-

sure that the feedback characteristics of the core rapidly compensate for an increase

in reactivity. This goal can be achieved by a combination of the inherent neutronic

characteristics of the reactor core and its thermohydraulic characteristics. The in-

herent neutronic characteristics of the reactor core include such features as negative

temperature coefficients of reactivity for the fuel and the moderator, the flat power

distribution, and reduction of variations in reactivity during fuel burnup. Other fre-

quently defined key safety parameters include the shutdown margin, the maximum

linear heat generation rate, the maximum reactivity insertion rate, and the void coef-

ficient of reactivity. The key safety parameters should be re-defined and justified in

case of any major modifications to the reactor core design.

1.6.2 THERMOHYDRAULIC DESIGN

The purpose of the thermohydraulic design of a nuclear reactor core is to ensure that

specified thermohydraulic design limits are not exceeded in normal reactor operation
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and during anticipated operational occurrences. In case of a design basis accident or

design extension conditions without significant fuel degradation, the design should

ensure that the failure rates of fuel rods remain within acceptance levels.

Specific design limits should be established for the thermohydraulic design safety

parameters. These parameters and their adequate safety margins should be pre-

dictable by validated computational procedures. The most frequently defined param-

eters that are tracked in the thermohydraulic design are the minimum critical power

ratio (MCPR) for boiling water reactors, the minimum departure from nucleate boil-

ing ratio (MDNBR) for pressurized water reactors, and the dryout power ratio for

pressurized heavy water reactors. Other safety parameters of interest include maxi-

mum linear heat generation rate, the peak fuel temperature or enthalpy, and the peak

cladding temperature (PCT).

The design analysis should address the influence of various parameters that de-

termine the values of the predicted safety margins. This includes the uncertainties in

the values of process parameters (e.g. reactor power, coolant flow rate and distribu-

tion, core bypass flow, inlet temperature and pressure, and power peaking factors),

core design parameters, and calculation methods including code uncertainties.

Various approaches should be taken to demonstrate the fulfillment of the safety

recommendations. For pressurized water reactors, the limiting MDNBR should be

established at a such level that the rod with the lowest margin in the core does not ex-

perience DNB during normal operation or anticipated operational occurrences with

a 95% probability at the 95% confidence level. For boiling water reactors the limit-

ing MCPR should be established such that the number of fuel rods that experience

dryout does not exceed a very small fraction (e.g. less than 0.1%) of the total number

of fuel rods in the core. For pressurized heavy water reactors, if the maximum fuel

cladding the temperature remains below a certain limit (e.g. 873 K) and the duration

of the post-dryout heat transfer regime is limited (e.g. less than 60 s), it is considered

that the fuel deformation is small and a failure of the pressure tube is avoided [108].

For gas-cooled reactors specific safety criteria are established by means of fuel per-

formance models for the time at temperature histories of the core and fuel [101].

Critical heat flux limits should be applied in the safety analysis to ensure that

the potential for cladding failure is avoided. To this end the limiting MDNBR and

MCPR values have to be determined using the critical heat flux correlations derived

from experimental data obtained at steady state conditions and other idealized cir-

cumstances departing from the reactor operation conditions. As a consequence, ade-

quate margins or provisions should be added to MDNBR and MCPR values to take

into account additional factors, not included in the correlation derivation. These in-

clude such factors as, e.g., spatial and temporal variation in the power distribution

and the impact resulting from the potential presence of crud in the core.

1.6.3 THERMOMECHANICAL DESIGN

Thermomechanical analysis is used to study the properties of materials as they

change with temperature. Many materials during heating or cooling undergo changes

in their thermomechanical properties. Thermomechanical analysis can provide valu-

able insight into the structure, composition, and application possibilities of various
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materials. This technique is used to measure a variety of material properties, includ-

ing the coefficient of thermal expansion, melting temperature, and elevated tempera-

ture creep or stress relaxation behavior.

The thermomechanical design of fuel rods and fuel assemblies should ensure

that their structural integrity is maintained for normal operation and anticipated op-

erational occurrences. Only a limited number of fuel rod failures should be allowed

during accident conditions, such as design basis accidents. The allowable number of

failed fuel rods depends on the frequency of the accident. For more frequent acci-

dents this number should be the lowest.

1.7 MAJOR NUCLEAR POWER PLANT ACCIDENTS

Nuclear power plants are designed with their safe and effective operation in mind,

and with making all necessary efforts to minimize the likelihood of accidents, and

to ensure that their consequences can be reliably mitigated. The primary means to

achieve these goals is the defense in depth approach, consisting of the implementa-

tion of consecutive and independent levels of protection. Yet, three major commer-

cial nuclear power plant accidents have occurred since 1979. Even though it would

be most desirable to avoid these accident to occur, they provided new knowledge

that can be used in designing future and safer nuclear reactors. The accidents re-

vealed several design flaws, lack of safety culture, inadequate supervision by reg-

ulatory bodies, and erroneous human actions. In this section we make an overview

of the three major accidents with a focus on their root causes and proposed safety

improvements.

1.7.1 THREE MILE ISLAND UNIT 2 ACCIDENT

The most serious accident in U.S. commercial nuclear power plant operating his-

tory occurred on March 28, 1979, in the Three Mile Island Unit 2 (TMI-2) reactor,

near Middletown, Pennsylvania. A combination of equipment malfunctions, design-

related problems, and worker errors led to TMI-2 reactor core’s partial meltdown and

very small off-site release of radioactivity.

The Three Mile Island power plant had two reactors: TMI-1, a PWR of 880 MWe,

in operation from 1974 to 2019 (one of the best-performing units in the USA), and

TMI-2, a PWR of 959 MWe (almost brand new at the time of the accident).

The accident began in the secondary system, when, due to electrical or mechani-

cal failure, the feedwater pumps stopped, preventing the removal of heat from steam

generators. This caused the plant’s turbine and the reactor to automatically shut

down, and the pressure in the primary system to increase. In such circumstances the

pilot-operated relief valve located at the top of the pressurizer automatically opened

to control the pressure in the primary system. The valve should have then closed

when the pressure fell to the proper level about 10 seconds later, but it became stuck

open, leaking reactor coolant water into the reactor coolant tank. The plant operators,

however, were unaware of this since the instruments in the control room indicated

that a signal to close the valve was sent and they did not have an instrument indicating

the valve’s actual position.
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With the relief valve still open, the pressure in the primary system dropped be-

low a safety minimum level which triggered high-pressure injection pumps to push

replacement water into the primary system. The water surged into the pressurizer,

raising the water level in it. During normal operation the reactor pressure vessel is

filled entirely with water and the pressurizer is filled only partly with water, the only

instrument showing water level in the primary system was located in the pressurizer.

Due to that reactor design flaw and limited training, operators believed that the pri-

mary system was full of water and responded by reducing the flow of water from the

high-pressure injection pumps.

The main circulating pumps were still operating and pumping the remaining

coolant through the core. However, due to the increasing content of steam in the

reactor primary system, the coolant entering the pumps contained a mixture of steam

and water, which caused the pumps to vibrate. To protect the pumps from damage,

they were shut down by operators, which ended forced cooling of the reactor core. At

this stage reactor coolant water boiled away and the reactor’s fuel core was uncov-

ered. Due to poor heat removal, the temperature of fuel rods significantly increased

leading to their damage and release of radioactive material into the cooling water.

Only after 2 hours and 20 minutes of the accident progression, operators closed a

block valve between the relief valve and the pressurizer. This action stopped the loss

of coolant water through the relief valve. However, proper cooling of the reactor core

was still not possible since superheated steam and non-condensable gases blocked

the flow of water through the core. After more than 13 hours operators restored forced

cooling of the reactor core when they were able to restart one of the reactor coolant

pumps.

As a consequence of the accident, one-third of the fuel core was melted, but the

reactor vessel itself maintained its integrity and contained the damaged fuel. Ra-

dioactive gases from the reactor cooling system were built up in the makeup tank in

the auxiliary building and were moved to the waste gas decay tanks using compres-

sors. A small amount of radiation was released from the plant since the compressors

leaked. The leaking gases went through high-efficiency particulate air (HEPA) fil-

ters and charcoal filters which removed most of the radionuclides, except for noble

gases. According to NRC, 1.6 PBq of krypton was released in July 1979. With a

short half-life and being biologically inert, this release did not pose a health hazard.

The TMI-2 accident is described in numerous reports, publications, and jour-

nal articles that provide very deep and detailed analyses of root causes of the acci-

dent [190], reviews of identified operational errors and system misalignments, and

lessons learned [170]. Brief descriptions of the accident, including illustrations pre-

senting the core damage and the improvements in reactor designs to prevent such

accidents in the future are also provided in textbooks [130, 194].

1.7.2 CHERNOBYL ACCIDENT

The Chernobyl accident that occurred on April 26, 1986, in northern Ukraine (then

part of the USSR) was the result of major design deficiencies in the RBMK type of

reactor, the violation of safety procedures, and the absence of a safety culture. Main
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features of the RBMK design that played a major role during the accident include:

1. The reactor core operated in an overmoderated regime and had a positive void

coefficient of reactivity. As a result, an overheating of the coolant caused an

increase in steam volume fraction and an increase in reactivity.

2. The large size of the RBMK active core region (11.8 meters in diameter by

7 meters in height) implied that different parts of the core were largely neu-

tronically decoupled from one another. This made controlling the power level

difficult, especially due to the small fraction of control rods inserted into the

core.

3. The leading edge of the control rods contained graphite followers having no

neutron absorbers, which, upon insertion into the core, added positive reactiv-

ity to the core. This was a design flaw and one of the main factors contributing

to the accident.

4. Unlike Western reactors, the Chernobyl reactor did not have a containment

structure, allowing for release of at least 5% of the total radioactive material in

the reactor core into the atmosphere that was subsequently deposited as dust

close by, and some were carried by wind over a wide area.

The accident was initiated during a turbogenerator coastdown test that was con-

ducted with flagrant violation of operating procedures and willful disregard for safe

operating practices.

The reactor power was reduced from 3200 to 200 MWt over 24 hours, resulting

in a large reactivity defect due to the build-up of fission product 135Xe. To maintain

criticality, the reactor operator withdrew control rods beyond the operating reactivity

margin. Once the operator initiated the turbine isolation, the core coolant flow was

reduced due to the reactor coolant pump rundown. As a result, the void fraction in

the core increased, leading to the increase of the reactor power. The reactor operator

then initiated a reactor scram, but due to the replacement of water by a control rod

with graphite followers, the reactor became prompt critical.

The reactor was totally destroyed in the accident and the consequent reactor fire

resulted in an unprecedented release of radioactive material. The accident had enor-

mous adverse consequences for the public and the environment. To provide a bal-

anced assessment of the environmental consequences and health effects of the ac-

cident, IAEA established Chernobyl Forum in 2003 and presented the findings and

recommendations in a dedicated report [98].

1.7.3 FUKUSHIMA DAI­ICHI ACCIDENT

On March 11, 2011, the Fukushima Dai-ichi Nuclear Power Station operated by

Tokyo Electric Power Company was damaged due to the Great East Japan Earth-

quake of magnitude 9.0 and the ensuing tsunami. A 15-meter tsunami disabled the

power supply and cooling of unit 1–3 reactors. All three reactor cores largely melted

in the first three days and unit 4 experienced hydrogen explosion after five days. The

accident caused high radioactive releases of some 940 PBq (131I eq.) and was rated
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level 7 on the International Nuclear and Radiological Event Scale. Units 1–4 with net

capacity of 2719 MWe had to be written off due to damages caused by the accident.

The Fukushima Dai-ichi reactors were General Electric boiling water reactors of

an early (1960s) design with what is known as a Mark I containment. Reactors came

into commercial operation between 1971 and 1975 and had a capacity of 460 MWe

for unit 1, 784 MWe for units 2–5, and 1100 MWe for unit 6.

The reactors proved robust seismically, but vulnerable to the tsunami. Units 1–3

were operating at the time and all shut down automatically when the earthquake hit

with no significant damage to any from the earthquake. Units 4–6 were not operating

at the time but were affected by the tsunami.

Almost one hour after the earthquake, when the entire Fukushima Dai-ichi power

plant site was flooded by the tsunami, 12 of 13 backup generators onsite and also the

heat exchangers for dumping reactor waste heat and decay heat into the sea were

disabled. As a result, units 1–3 lost the ability to maintain proper reactor cooling and

water circulation functions. At that time reactor cores still produced about 1.5% of

their nominal thermal power from fission product decay, equivalent to 22 MW in unit

1 and 33 MW in units 2 and 3.

During the first day of the accident progression, the steam-driven reactor core

isolation cooling systems and high-pressure coolant injection system in unit 3 pro-

vided cooling to all three units. During the second day of the accident, back-up bat-

tery supplies were depleted and the ability to cool the reactor cores of units 1–3 was

significantly degraded or became unavailable.

Without heat removal from the cores, steam was generated in reactor pressure

vessels. To control pressure in the reactor coolant system, the steam was discharged

to suppression chambers designed for that purpose. However, this resulted in a pres-

sure increase within primary containments and their venting became necessary. The

venting was designed to be through external stacks, but in the absence of power,

much of it apparently backflowed to the reactor buildings. The vented steam, noble

gases and aerosols were accompanied by hydrogen. Accumulation of hydrogen in

reactor buildings led to hydrogen explosions, first at unit 1 and later also at units 3

and 4. As for unit 2, a hydrogen explosion did not occur and therefore the building

remained undamaged.

Due to insufficient cooling of reactor cores in units 1–3, major fuel melting oc-

curred, though the fuel and fission products remained essentially contained. How-

ever, some volatile fission products were vented or released and some soluble ones

were leaking with the water, especially from unit 2, where the containment was

breached. A “cold shutdown condition” for units 1–3 was declared in mid-December

2011.

The spent fuel storage pools were not significantly damaged by the earthquake,

tsunami, and hydrogen explosions. New cooling circuits were provided and analysis

of water confirmed that most fuel rods were intact.

The Fukushima Dai-ichi accident revealed weaknesses in the plant design, emer-

gency preparedness, response arrangement, and in planning for the management of a

severe accident. In the design it was assumed that a loss of all electrical power at a nu-

clear power plant for a period longer than a few hours would never occur. Likewise,
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the possibility of several reactors at the same site experiencing accident conditions

was never considered. Finally, insufficient provision was made for possibility of a

nuclear accident occurring during ongoing major natural disaster.

In response to the accident and its management, Japanese Government has re-

formed its regulatory system and gave regulators clearer responsibilities and greater

authority. Other countries responded with measures that included carrying out “stress

tests” to reassess the design of nuclear power plants against site-specific extreme

natural hazards, installing additional backup sources of electrical power and sup-

plies of water, and strengthening the protection of plants against extreme external

events [105].

PROBLEMS

PROBLEM 1.1

Assuming that the subject damage mechanism in a reactor core is embrittlement

of the cladding material, explain which safety variables should be tracked.

PROBLEM 1.2

A power pulse in a reactivity-initiated accident (RIA) is usually characterized

by the maximum deposited fuel enthalpy in calories per gram (cal/g) and by

the pulse half-width in milliseconds. Consider a pulse that deposits 200 cal/g in

the uranium dioxide (UO2) fuel pellets at room temperature. Assuming that the

energy is deposited uniformly and momentarily (no heat is transferred from the

pellet), estimate the temperature increase in the pellet.

PROBLEM 1.3

For the same conditions as in Problem 1.2, assume that the linear expansion

coefficient of UO2 in the temperature range corresponding to the temperature

increase of the pellet is 2.9%. In fresh fuel the as-fabricated gap between the

pellets and the cladding is about 2% of the cladding diameter. Does the cladding

accommodate the pellet expansion?

PROBLEM 1.4

Explain which feature of the RBMK reactor in Chernobyl played the major role

during the accident and led to the reactor prompt criticality.



2 Nuclear Power Reactors

The various topics in this book are concerned with selected power reactor types that

have been evolving during the past several decades of nuclear power development.

Three of these reactor types, namely, the pressurized water reactor (PWR), the boil-

ing water reactor (BWR), and the pressurized heavy water reactor (PHWR) are dom-

inating among the currently operating reactors. The remaining four types, namely,

the light water-cooled graphite moderated reactor (LWGR), the gas-cooled reactor

(GCR), the fast breeder reactor (FBR), and the high-temperature gas cooled reactor

(HTGR) constitute only a small fraction of all currently operating power reactors

worldwide.

The main features of the reactor types that are under operation are presented in

§2.1. The configurations for PWRs, BWRs, PHWRs, GCRs, FBRs, and HTGRs are

described. In §2.2, the new advanced generation III, III+, and IV reactors are dis-

cussed. These reactors are distinguished by improved safety and reliability features

(mainly generation III and III+ reactors), and sustainability and non-proliferation

features (generation IV reactors). The section also includes small modular reactors

(SMRs), which are reactors with modular design and the output power of 300 MWe

or less.

2.1 REACTOR TYPES

The common feature of all nuclear fission power reactors is that the fission power

that is released in the reactor core has to be evacuated from the core to produce

useful energy. There are many possible technology solutions for this process to be

conducted. Even though these technologies are currently quite well established, there

is ongoing research to develop new, safer, and more efficient methods to design and

operate nuclear reactors. As a result of this research, several reactor types have been

developed, as briefly described in this section.

2.1.1 PRESSURIZED WATER REACTOR

The pressurized water reactor (PWR), schematically shown in Fig. 2.1, is a light

water-moderated and cooled nuclear reactor. The water coolant in the primary system

is kept under high pressure (around 17.5 MPa) to prevent boiling in the reactor core.

The coolant is circulating in the primary loop, removing heat from fuel elements in

the reactor core and depositing it in the steam generator to produce steam. Depending

on the reactor type, two to four independent primary loops are employed.

Water enters the reactor core at around 563 K (290◦C) and its temperature at the

core exit is approximately 35 K higher. Since the water pressure is high, the exit

subcooling is high enough to prevent boiling. By keeping the coolant in liquid form,

the control rod system is simplified and can be placed above the reactor core. In case

DOI: 10.1201/9781003255000­2 27
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Figure 2.1 Pressurized water reactor: 1–control rod drive mechanisms, 2–upper

support plate, 3–outlet nozzle, 4–reactor core with fuel assemblies, 5–inlet nozzle,

6–reactor vessel, 7–core barel, 8–core baffle, 9–control cluster element, 10–fuel as-

sembly, 11–fuel rod, 12–guide thimble.

of a loss of power in the plant, the electromagnetic system holding the rods will give

out, and gravity will cause the rods to fall into the core, stopping the fission reaction.

The hot coolant water leaving the reactor pressure vessel flows through inverted

U–tubes and heats up a secondary loop of water in steam generators. This secondary

loop is at lower pressure, usually around 7 MPa, so the water boils and a saturated

steam is generated. The steam then passes through turbines connected to generators

that generate electricity.

PWRs must use enriched uranium as their nuclear fuel, because of their use of

light water as a moderator. Enriched uranium, as ceramic uranium dioxide pellets,

is packed into fuel rods which are bundled into fuel assemblies. There are 200–300

rods in each fuel assembly and up to several hundred fuel assemblies (typically 150

to 250) in the reactor core. This corresponds to five cubic meters of uranium or 80–

100 tons of uranium.



Nuclear Power Reactors 29

The bundles are arranged vertically in fuel channels within the core. The water

coolant, which is at the same time a moderator, flows vertically upwards between

fuel rods, providing sufficient cooling of the fuel rod’s outer surfaces. In case of

insufficient cooling, for example resulting from a loss of coolant accident (LOCA),

there will also be a loss of moderator causing the nuclear chain reaction to stop. Also

if the coolant water evaporates and becomes water vapor inside a fuel assembly, there

will be less moderator and therefor the chain reaction will stop.

2.1.2 BOILING WATER REACTOR

Similarly to PWRs, boiling water reactors (BWRs) are using light water as a moder-

ator and coolant. A schematic of the boiling water reactor is shown in Fig. 2.2. The
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Figure 2.2 BWR pressure vessel and fuel assemblies: 1–steam dryer assembly,

2–steam outlet, 3–steam separator assembly, 4–feedwater inlet, 5–core shroud, 6–

reactor core with fuel assemblies, 7–main circulation pump, 8–control rod drives,

9–core bypass water, 10–channel, 11–water rod, 12–fuel rod, 13–water cross, 14–

control rod blade.
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TABLE 2.1

Fuel Core Characteristics for PWR and BWR Nuclear Power Plants [9]

Feature PWR 900 PWR 1400 VVER­1000 Typical BWR

Number of assemblies in the core 157 214 163 700–900

Type of assembly 17×17 17×17 Hexagonal 10×10

Number of water rods 25 15 19

Number of fuel rods per assembly 264 264 312 91–96

Number of fuel rods in the core 41 448 56 496 50 856 63 000–86 000

Primary circuit coolant and moderator H2O H2O H2O H2O

Primary circuit pressure (MPa) 15.5 15.5 15.7 About 7

Feed coolant temperature (◦C) 285 285 290 276

Assembly length (m) 4.0 4.50 4.57 About 4.0

Active fuel length (m) 3.66 4.268 3.53–3.68 About 3.7

water coolant in BWRs is kept at pressure of around 7 MPa and the coolant boiling in

the core is allowed during normal operation. Since steam is generated, separated, and

dried in the reactor pressure vessel, there is no need for separate steam generators in

BWR power plants.

Feed water enters into the reactor pressure vessel at a temperature around 488 K

(215◦C) and mixes in the downcomer with the coolant that is circulating through the

reactor core. The well-mixed coolant in the lower plenum has a temperature of about

549 K (276◦C) before it enters the core and flows upward through fuel assemblies.

The coolant starts boiling a few decimeters downstream of the core inlet and reaches

at the core exit an average vapor mass content of approximately 11–12%.

The principal components of a BWR are the reactor pressure vessel with compo-

nents, reactor water recirculation system, main steam lines, control rod drive system,

and nuclear fuel and instrumentation. These components are necessary to produce

the steam power required by the turbine.

The reactor core is made up of fuel assemblies that rest on orificed fuel supports

mounted on top of the control rod guide tubes. Typical BWR fuel assemblies contain

up to 100 fuel rods with a few hollow “water” rods or a “water” cross, to improve

moderation within the bundle interior.

The insertion and withdrawal of the control rods are performed through pene-

tration nozzles in the bottom head of the reactor vessel. Control rod blades occupy

alternate spaces between fuel assemblies and can be withdrawn into the guide tubes

below the core during reactor operation.

2.1.3 PRESSURIZED HEAVY WATER REACTOR

Pressurized heavy water reactors (PHWRs) are nuclear power reactors that use unen-

riched natural uranium as their fuel, and that use heavy water (D2O) as their coolant

and moderator. The heavy water is kept under pressure to avoid boiling, exactly as
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for PWRs. Low absorption of neutrons by heavy water greatly increases the neutron

economy of the reactor, avoiding the need for enriched fuel.

CANDU1 reactors are pressure tube, heavy-water moderated nuclear power reac-

tors developed in Canada. The basic structure of the CANDU core is the fuel bundle,

which contains natural uranium dioxide in zircaloy-clad fuel pins, separated with

spacers. Fuel bundles are placed end to end in a pressure tube through which flows

pressurized (10 MPa) heavy water. The reactor core consists of fixed calandria tubes

in a vessel filled with a heavy-water moderator. A pressure tube is loaded into each

calandria tube, which, together with a gas gap, insulates the pressure tube from the

moderator. The moderator and the coolant system are therefore separate.

The reactor control and shutdown devices are located in the moderator and do not

cross the coolant pressure boundary. They run between columns or rows of calandria

tubes.

CANDU reactors employ three types of shutdown mechanisms. Draining the

heavy water out of the calandria shuts down the chain reaction by removing the

moderator which slows down the neutrons. Solid shutoff rods, falling in from

the top under the action of gravity, effectively decrease the number of neutrons avail-

able for fission by absorption. The same effect can be achieved by an injection of

liquid “poison” through tubes directly into the moderator water.

The emergency core cooling system (ECCS) is designed to re-establish fuel cool-

ing following a loss-of-coolant accident. The ECCS water supply comes from either

the heavy water moderator or an ordinary water storage tank. The injection points

are at the reactor headers. These headers are large pipes to which every fuel channel

is connected. They are at either end of the core, and above all the fuel channels.

The main advantage of PHWRs is the ability to use natural uranium as the fuel.

Since the moderator can be kept at a relatively low temperature, the resulting thermal

neutrons have lower energies, for which the neutron cross section for fission in 235U

is higher. This feature means that a PHWR can use natural uranium and other fuels

more efficiently than LWRs. CANDU reactors are claimed to be able to handle fuels

including reprocessed uranium or even spent nuclear fuel from LWRs. A successful

use of recovered uranium from LWRs in the Qinshan CANDU Unit 1 was announced

by Atomic Energy of Canada Limited (AECL) on March 23, 2010.2 Additional nat-

ural uranium equivalent fuel bundles were planned to be inserted into separate fuel

channels at the Qinshan Unit 1 reactor in Haiyan, China.

2.1.4 GAS COOLED REACTOR

Gas-cooled reactors (GCRs) are nuclear power reactors that use graphite as a mod-

erator and a gas (carbon dioxide, CO2, or helium, He) as coolant. GCRs can provide

efficient and cost-effective electricity and produce high-temperature process heat

usable for various industrial applications. In early designs, such as Magnox reac-

tors, the fuel consisted of natural uranium metal clad with an alloy of magnesium

1Canada Deuterium Uranium
2newswire.ca
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known as Magnox. The newer advanced gas-cooled reactors (AGRs) use a slightly

enriched uranium dioxide clad with stainless steel.

Current development of GCRs goes in two directions. On the one hand, high-

temperature and very-high-temperature gas-cooled reactors are under investigation,

permitting a very high outlet temperature in the order of 1273 K (1000◦C). Such

reactors can produce electricity at a very high thermodynamic efficiency. Alterna-

tively, the reactors can provide high-temperature heat that can be used for hydrogen

generation. On the other hand, a development of a gas-cooled fast reactor (GFR) is

pursued within the framework of the generation IV reactors (see §2.2.2).

2.1.5 FAST BREEDER REACTOR

A fast-neutron reactor, called often in short a fast reactor, is designed to maintain

its neutrons at high energies. Such a fast reactor needs no neutron moderator, and

all moderating materials should be avoided at its core. As a result, the core of a fast

reactor has a relatively small size. In order to reduce the required amount of fissile

material in the core, it is desirable to extract as high power as possible from the

fuel. Fast reactors have therefore a high power density in the core, and to avoid a

high temperature in fuel rods, their diameter is rather small and is kept in a range of

6–8 mm.

The high power density in the fast reactor core causes a high heat flux on a surface

of fuel rods. Therefore one of the requirements for a coolant in the fast reactor is to

provide efficient cooling at such high heat fluxes.

A fast breeder reactor (FBR) is a nuclear reactor that uses fast neutrons to

generate more nuclear fuels than it consumes while generating power. The design

requirements for such reactors include additional accommodation of fertile mate-

rial that is necessary for the breeding of new fuel. This is usually accomplished by

placing a blanket containing fertile material around the fissile core.

2.1.6 HIGH­TEMPERATURE GAS­COOLED REACTOR

High-temperature gas-cooled reactors (HTGRs) are nuclear power reactors that use

a graphite moderator and a gaseous coolant (usually helium) at high outlet tempera-

ture. The reactor core is made up of a number of hexagonal graphite blocks stacked

in close-packed columns to form a cylindrical arrangement. Fuel rods are inserted in

vertical holes drilled in the graphite. The fuel rods are made of graphite containing

a mixture of particles of thorium and highly enriched uranium, as oxide or carbide,

clad with multiple coatings of pyrolytic carbon or silicon carbide. The presence of

these coatings eliminates the need for additional cladding on the fuel rod. The helium

coolant flows through other vertical holes in the graphite. Large holes are provided

for the control rods, which contain a mixture of boron carbide and graphite packed

in metal tubes. The control rods are inserted into the core from above.
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2.2 REACTOR GENERATIONS

Several generations of nuclear power reactors are commonly distinguished. Gener-

ation I reactors were developed in 1950s and 60s, and are now all shutdown.3 This

generation consisted of early prototype reactors with the main purpose to demon-

strate the capability of nuclear power to contribute to electricity generation.

Generation II is a class of commercial reactors developed and built mainly during

three decades starting from 1970s until 1990s. During this period prototypical and

older versions of PWR, BWR, CANDU, AGR, VVER, and RBMK were developed.

As of 2022, about 85% of electricity produced worldwide by nuclear power comes

from the generation II reactors.

Current reactor development is addressing several challenges, including im-

proved safety performance, more sustainable operation, and higher merchantability

of nuclear power reactors. To this end generation III, III+, IV, and small modular

reactors are under intensive research and development. The main directions of the

current development are described below.

2.2.1 GENERATION III AND III+ REACTORS

Generation III and III+ power reactors are advanced reactors designed to succeed

the reactors developed during 1970s until 1990s, commonly termed as the genera-

tion II reactors. These new reactors are significantly improved in terms of safety and

reliability, as compared to the generation II reactors. Their core damage frequency

is largely reduced thanks to enhanced safety systems, often based on passive safety

principles. The generation III and III+ reactors are designed for 60 years of opera-

tion (compared to 40 years for generation II reactors), with a potential for lifetime

extension to 100 or more years of operation (compared to 60 years for generation II

reactors).

2.2.2 GENERATION IV REACTORS

Generation IV International Forum (GIF) was formally charted in 2001 and is now

an international collective representing governments of 13 countries where nuclear

energy is playing a significant role and is considered to be important for the future.4

Late in 2002, after some two years’ deliberation and review of about one hundred

concepts, GIF announced the selection of six reactor technologies which are believed

to represent the future shape of nuclear energy. The main criteria used in the selec-

tions include safety, cost-effectiveness, sustainability, security from terrorist attacks,

and resistance to diversion of materials for weapons proliferation. The main features

of the six generation IV technologies are summarized in Table 2.2.

3Magnox reactor Wylfa Unit I in the UK was the last generation I reactor shut down on December 30,

2015.
4www.gen-4.org/gif

https://www.gen-4.org
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TABLE 2.2

Generation IV Reactor Technologies under Development by GIF [103]

Feature GFR LFR MSR SFR SCWR VHTR

Neutron spectrum Fast Fast Fast/thermal Fast Thermal/fast Thermal

Coolant Helium Lead or Pb-Bi Fluoride Salts Sodium Water Helium

Pressure High Low Low Low Very high High

Fuel cycle Closed Closed Closed Closed Open/closed Open

Output (MWe) 1200 20–1000 1000 50–1500 300–1500 250–300

Temperature (◦C) 850 480–570 700–1000 500–550 510–625 900–1000

Gas­Cooled Fast Reactor (GFR)

The gas-cooled fast reactor (GFR) system, schematically shown in Fig. 2.3, is a

helium-cooled fast-spectrum technology for long-term sustainability of uranium re-

sources and waste reduction. With high outlet temperature of coolant, the system has

high thermal cycle efficiency and is capable of generating heat for industrial uses,

such as for hydrogen production.

The reference GFR is a 2400 MWt/1200 MWe unit with a core outlet temperature

of 850◦C, and with three 800 MWt loops. The core is contained in a steel pressure

vessel and consists of an assembly of hexagonal fuel elements. A heat exchanger

transfers the heat from the primary helium coolant to a secondary gas cycle contain-

ing a helium-nitrogen mixture which drives a closed-cycle gas turbine in a Bryton

cycle. The waste heat from the gas turbine exhaust is used to raise steam in a steam

generator which is then used to drive the steam turbine in a Rankine cycle. Such a

combined cycle is common practice in a natural gas-fired power plant and thus is a

very well-established technology.

The main challenges and research needs include fuel, materials, and thermal-

hydraulics. The high core outlet temperature sets significant demands on the fuel to

operate continuously with the high power density required for good neutron economy

in the core.

Lead­Cooled Fast Reactor (LFR)

The lead-cooled fast reactor (LFR), shown in Fig. 2.4, is a fast spectrum technology

employing liquid lead or lead-bismuth eutectic as a coolant. The core cooling, at least

for decay heat removal, is accomplished by the natural circulation of liquid metal

coolant at atmospheric pressure. LFRs are expected to have multiple applications

including the production of electricity, hydrogen, and process heat. Thanks to their

design flexibility, LFRs can use depleted uranium or thorium fuel matrices, and burn

actinides from LWR fuel.

A wide range of unit sizes is envisaged, from factory-built “battery” with 15–20

year life for small grids or for developing countries, through modular 300–400 MWe

units, to large single units of 1400 MWe. An operating temperature of 550◦C is
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Figure 2.3 Gas-cooled fast reactor operating in direct Brayton cycle: 1–reactor

core, 2–reactor pressure vessel, 3–control rods, 4–heat sink, 5–intercooler, 6–

compressor, 7–compressor, 8–turbine, 9–generator, 10–pre-cooler, 11–recuperator.

already achievable, but envisaged 800◦C will require the development of advanced

materials to provide lead corrosion resistance at high temperatures.

The main research needs include fuels and materials. Additional important chal-

lenges are created by some features of the liquid metal coolant such as a high

melting temperature of lead (327◦C), its opacity, and its high mass density (above

10500 kg m−3). The high melting temperature requires that the primary coolant sys-

tem be maintained at temperatures to prevent the solidification of the lead. The opac-

ity of lead, in combination with its high melting temperature, presents challenges

related to the inspection and monitoring of reactor in-core components as well as

fuel handling. The high density and corresponding high mass of lead as a coolant

result in the need for careful consideration of structural design to prevent seismic

impacts to the reactor system. A single most important challenge results from the

tendency of lead at high temperatures to be corrosive when in contact with structural

steels.

Molten Salt Reactor (MSR)

The molten salt reactor (MSR), shown in Fig. 2.5, has a fluid core consisting of fuel

dissolved in molten fluoride salt. This technology is not new and was first studied in

the 1960s for airplane propulsion applications. Modern interest is on fast reactor

concept as a long-term alternative to solid-fuelled fast-spectrum reactors. The two

variants of the system include a fast-spectrum reactor with fissile material dissolved
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Figure 2.4 Lead-cooled fast reactor operating in indirect Brayton cycle: 1–control

rods, 2–header, 3–U-tube heat exchanger, 4–reactor vessel, 5–reactor core, 6–inlet

distributor, 7–heat sink, 8–intercooler, 9–compressor, 10–compressor, 11–turbine,

12–generator, 13–pre-cooler, 14–recuperator.

in the circulation fuel salt, and solid particle fuel in graphite and the salt functioning

only as coolant. The former, termed as the molten salt fast neutron reactor (MSFR) is

characterized by the thorium fuel cycle, recycling of actinides, closed Th/U fuel cycle

with no enrichment, and with enhanced safety and minimal waste. The latter called

the advanced high-temperature reactor (AHTR), employs the same graphite and solid

fuel core structures as the very high-temperature gas reactor (VHTR) and molten

salt as coolant instead of helium. This configuration will allow power densities 4 to

6 times greater than HTRs and power levels up to 4000 MWt with passive safety

systems. Compared with the solid-fuel reactors, MSFR systems have lower fissile

inventories, no radiation damage constraint on attainable fuel burnup, no requirement

to fabricate and handle solid fuel, and a homogeneous isotopic composition of fuel

in the core.

The main research needs include fuel treatment, materials, and system reliabil-

ity. Still a lot of work must be done on salts before demonstration reactors will be

operational.

Sodium­Cooled Fast Reactor (SFR)

The sodium-cooled fast reactor (SFR), shown in Fig. 2.6, uses liquid sodium as the

reactor coolant, allowing high-power density with low coolant volume and operation

at low pressure. The SFR closed fuel cycle enables regeneration of fissile fuel and
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Figure 2.5 Molten salt reactor: 1–control rods, 2–reactor, 3–purified salt, 4–

chemical processing plant, 5–freeze plug, 6–emergency dump tanks, 7–heat ex-

changer, 8–fuel salt pump, 9–coolant salt pump, 10–heat exchanger, 11–heat

sink, 12–generator, 13–turbine, 14–compressor, 15–intercooler, 16–pre-cooler, 17–

compressor, 18–recuperator, 19–heat sink.

facilitates management of minor actinides. The outlet temperature is 550◦C allowing

the use of the materials developed and proven in prior fast reactor programs and

making SFR suitable for electricity generating.

Three options with a pool layout or a compact loop layout are under considera-

tion. The largest, with the electric power output of 600 to 1500 MWe, is the loop-type

reactor with mixed uranium-plutonium oxide fuel and potentially minor actinides.

The smallest in size is a modular-type reactor with an electric power output of 50

to 150 MWe, with uranium-plutonium-minor-actinide-zirconium metal alloy fuel. A

pool-type units with oxide or metal fuel are envisaged in the intermediate-to-large

size range with an electric power output of 300 to 1500 MWe.

The main research needs are fuels and advanced recycle options. Since sodium

is chemically reacting with water and air, LFRs need a sealed coolant system.

Supercritical Water­Cooled Reactor (SCWR)

The supercritical water-cooled reactor (SCWR), shown in Fig. 2.7, is a very high-

pressure water-cooled reactor which operates above the thermodynamic critical point

of water (22.1 MPa, 374◦C) to eliminate the risk of the critical heat flux in the core.

Supercritical water at a pressure of 25 MPa and temperature 510–550◦C directly
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Figure 2.6 Sodium-cooled fast reactor: 1–control rods, 2–cold plenum, 3–hot

plenum, 4–reactor core, 5–pump, 6–heat exchanger, 7–primary sodium, 8–steam

generator, 9–secondary sodium, 10–pump, 11–turbine, 12–condenser, 13–pump, 14–

generator, 15–heat sink.

drives the turbine, using well-developed solutions employed in coal-fired plants. The

thermodynamic efficiency of the system is expected to be one-third higher than to-

day’s LWRs.

Two design options are under consideration. The first one uses a pressure ves-

sel and is expected to have similar operational and safety features to ABWRs. The

second option employs pressure tubes and uses heavy water moderation, showing

similarities to the earlier CANDU designs.

The main research needs include materials and thermal-hydraulics. Even though

the critical heat flux is avoided in the core thanks to the high pressure well above the

critical point of water, a local sudden heat transfer deterioration can occur in some

fuel assemblies. More research is needed to better understand the reasons for the heat

transfer deterioration, and guide the safe fuel assembly design.

Very High­Temperature Gas Reactor (VHTR)

The very high-temperature gas reactor (VHTR), shown in Fig. 2.8, is primarily

dedicated to the cogeneration of electricity and hydrogen. Its high outlet temperature

of 1000◦C makes the system attractive for other process heat applications, including

the chemical, oil, and iron industries. Systems with direct high-efficiency driving of

a gas turbine employing the Brayton cycle are considered. At low outlet tempera-

tures, the Rankine steam cycle may be used for electricity generation. The technical
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Figure 2.7 Supercritical water-cooled reactor: 1–control rods, 2–reactor core, 3–

reactor pressure vessel, 4–turbine, 5–generator, 6–heat sink, 7–condenser, 8–pump.

basis for VHTR is the TRISO particle-coated fuel, graphite as the core structure, and

helium coolant. The VHTR has the potential for inherent safety, with decay heat re-

moval by natural convection. More research is needed for fuels, materials, and hydro-

gen production. In particular, the capability to produce hydrogen from only heat and

water is of interest. This can be achieved by using thermochemical processes (such as

the sulfur-iodine (S-I) process or the hybrid sulfur process), high-temperature steam

electrolysis, or from heat, water, and natural gas by applying the steam reforming

technology.

2.2.3 SMALL MODULAR REACTORS

Small modular reactors (SMRs) are modern nuclear reactors that have a power capac-

ity of up to 300 MWe per unit, whose systems and components are factory-assembled

and transported as a unit to a location for installation. SMRs have many advantages

compared to other types of reactors. Thanks to their smaller footprint, SMRs can be

sited in locations not suitable for larger nuclear power plants. They can produce a

large amount of low-carbon electricity at locations not suitable for other technolo-

gies, and where, so far, the only alternative has been to use fossil fuels.

Centralized prefabrication of systems and components will make SMRs more af-

fordable to build than larger power reactors, which are often custom designed for a

particular location. Shipment and installation of SMRs on site will offer savings in

cost and construction time. This solution provides flexibility to deploy SMRs incre-

mentally to match changing energy demand.
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Figure 2.8 Very-high temperature reactor: 1–control rods, 2–graphite reactor

core, 3–graphite reflector, 4–blower, 5–helium coolant, 6–reactor, 7–heat exchanger,

8–pump, 9–heat sink, 10–hydrogen production plant, 11–water, 12–oxygen, 13–

hydrogen.

SMRs can be installed into an existing grid or remotely off-grid, providing power

for local industry or the population. SMRs are particularly suitable for rural areas

with limited grid coverage by meeting the requirement that a single power plant

should contribute with no more than 10% of the total installed grid capacity. In some

areas this requirement will be met by micro-reactors, which are a subset of SMRs

designed to generate electrical power up to 10 MWe.

SMRs designs are in general simpler and use the passive safety principles in

larger extent than the existing large power reactors. Several current solutions provide

“walk-away” safety, since no human intervention or external power is required to

safely shut down systems. Such phenomena and processes as natural circulation, nat-

ural convection, gravity-driven processes, and self-depressurization are commonly

exploited. These features increase plant safety by elimination or significant reduc-

tion of the risks associated with releases of radioactivity to the environment in case

of an accident.

SMRs are using proven elements and solutions to reduce the effort required to

create a new design. For the GE Hitachi’s BWRX-300 design, 90% of the compo-

nents are already in use in the industry. That includes the fuel, the material in the

control rods, and the control-rod drive mechanisms. The fuel requirements of SMRs

will be significantly reduced and they may require less frequent refueling, every 3 to

7 years, in comparison to between 1 to 2 years for large power reactors. Some SMRs

are designed to operate as long as 30 years without refueling.
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2.3 NUCLEAR FUEL

The nuclear fuel that is used in nuclear reactors has to be manufactured from raw

material, such as uranium, and has to undergo several steps of processing to get a

form that allows an efficient and safe performance in the reactor core. All of the

current generation of power reactors use a ceramic-grade uranium dioxide powder

that is pressed, sintered at high temperatures, and milled to a very precise shape and

size.

Fuel elements are the smallest, usually canned, construction elements containing

nuclear fuel. They can have various shapes such as rods, plates, and pebbles. Most

of the current power reactors employ fuel rods that are bundled together into a fuel

assembly, with the pins arranged into a square or hexagonal lattice. The fuel assem-

blies must conform to the integral design of the reactor as well as the control rod

mechanisms.

2.3.1 FUEL RODS

A fuel rod contains fuel pellets encapsulated in a cladding tube, sealed on both ends

with plugs. Preserving the integrity of fuel rods is one of the primary goals of a fuel

design, since it provides the first barrier preventing the fission products from escap-

ing into the environment. As illustrated in Fig. 2.9, a fuel rod contains some extra

space, called a plenum, to accommodate gaseous fission products. The rod is filled

with helium at a pressure depending on the reactor type. A compression spring is

used to keep the pellets axially in place during handling and transport. This arrange-

ment also provides an adequate elastic stiffness to allow for axial thermal expansions

of the rod. The fuel rod components are mainly made of zirconium alloys. A few

Upper end plug Lower end plug

Plenum Spring Pellet

Dishing

Shoulder
Chamfer

Cladding

Figure 2.9 A fuel rod structure and its main components.

examples of cladding materials and their properties are presented in §3.1. The fuel

cladding is a tube with length, diameter, and wall thickness depending on reactor type

and assembly design. Typical values for light water reactors are given in Table 2.3.

To improve the resistance of the cladding against the pellet-clad interaction (PCI)

failures, graphite-coated cladding is used in CANDU reactors, and cladding with an

inner liner in BWRs. The latter consists of a layer of material with better stress cor-

rosion cracking (SCC) resistance and higher ductility than the cladding material. As

an example, zirconium with 400 ppm Fe can be used for this purpose.
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TABLE 2.3

Fuel Rod Characteristics for PWR and BWR Nuclear Power Plants [9]

Feature PWR 17x17 VVER BWR 8x8 BWR 10x10

Pellet material UO2 UO2 UO2 UO2

Initial 235U enrichment (%) 3.2–5 3.8–5 3.2–5 3.2–5

Theoretical density (kg m−3) 10 950 10 970 10 950 10 950

Fuel initial porosity (%) 3–7 2.2–5 4.5–7 3–5

Possible neutron absorbent additives Gd, Er, B Gd Gd Gd

Pellet diameter (mm) 8.19 7.6 10.4 8.2–8.5

Pellet length (mm) 10–12 9–12 10.4 about 10

Central hole diameter (mm) - 0/1.2 - -

Cladding material Zirconium alloy E110 Zry–2 Zry-2

Cladding outer diameter (mm) 9.45 9.1 12.30 9.6–9.8

Cladding inner diameter (mm) 8.347 7.8 10.68 9.0–9.2

Cladding wall thickness (mm) 0.57 0.65 0.81 about 0.60

2.3.2 COATED PARTICLE (TRISO) FUEL

Coated particle fuel contains fuel microspheres with refractory coatings to contain

fission products. This type of fuel experienced its first practical demonstrations start-

ing in the 1960s in the Dragon reactor5 in the UK, the AVR6 in Germany, and Peach

Bottom Unit I7 in the US. The earliest versions of the fuel involved fuel kernels

coated with only a single pyrolytic carbon layer intended to protect the kernel during

fabrication. The design of coated particle fuel evolved later into a more complex and

more effective fuel structures.

The tristructural isotropic (TRISO) coated fuel particle generally consists of the

following elements:

• A spherical uranium-bearing kernel with a diameter in a range of 350–

600 µm containing a heterogeneous mixture of uranium dioxide and ura-

nium carbide (UO2 or UCO).

• A spherical porous (approximately 50% of theoretical density) pyrocarbon

buffer layer with a thickness of 95–100 µm, which provides a void space for

the fission gases released from the kernel and accommodate fission recoils.

• A dense, highly isotropic inner pyrocarbon (IPyC) spherical layer with a

thickness of 40 µm. This layer contributes to the retention of fission gases

in the particle.

• A silicon-carbide (SiC) layer with a thickness of 35 µm provides the main

structural strength of the particle and constitutes the primary barrier to the

release of non-gaseous fission products not sufficiently retained by the ker-

nel or the buffer layer.

5Prismatic-core HTGR with 20 MWth power.
6Arbaitsgemeinschaft Versuchsreaktor — first pebble-bed reactor with 46 MWth power.
7Prismatic-core HTGR with 115 MWth power.
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• An outer pyrocarbon (OPyC) layer with a thickness of 40 µm protects SiC

layer during handling, acts as a surface for bonding to the graphitic fuel

matrix, and provides an additional barrier to fission product release.

Through several decades of development, fabrication, and quality control

methods have been demonstrated that are capable of producing fuel with low-

manufactured defect fractions and low residual contamination. High-quality fuel ex-

hibits very low particle failure rates during irradiation, with failure fraction approxi-

mately 10−5 demonstrated for UO2 fuel up to about 11% FIMA and UCO fuel up to

about 20% FIMA. The particles exhibit remarkable duralibity under severe accident

conditions, which can include temperatures up to 1600◦C in modern modular HTGR

designs [54].

PROBLEMS

PROBLEM 2.1

Compare steam cycles in BWRs and PWRs and explain why, despite their dif-

ferences, the capital costs of both systems remain highly competitive.

PROBLEM 2.2

Explain the main differences between generation IV reactors and previous reac-

tor generations in terms of their expected operational safety.

PROBLEM 2.3

Compare the six types of Generation IV reactors and provide an assessment as

to which one presents the greatest challenges when it comes to estimating its

thermal safety margins.



3 Thermophysical Properties
of Reactor Core Materials

Safety and performance of nuclear reactors depend, to a large extent, on the physi-

cal properties of materials that are used in reactor cores. The major components of

reactor cores are fuel, metal cladding, coolant, moderator, reflector, and structural

materials that provide support. Additional materials are created as a result of a fis-

sion process. These materials, called fission products, stay within the fuel cladding,

causing changes of the thermophysical properties of fuel elements.

The reactor core materials are selected to satisfy requirements from the neutronic

and thermal-hydraulic points of view. Practically all materials, except for dedicated

neutron absorbers, should have the macroscopic cross-section for neutron absorption

as low as possible. It is required that the materials should demonstrate stable behav-

ior in the reactor core environment with high neutron fluxes and high temperatures.

In addition, the materials should preferably be relatively highly abundant and not

prohibitively expensive. Additional particular requirements depend on the material

application area, as described in the present chapter.

Clad and fuel pellet materials play a particularly important role since they con-

stitute the first barrier for the release of fission products. The desirable properties of

LWR fuel cladding and pellet depend on the conditions under consideration. During

normal operation, high thermal conductivity in the pellet and cladding is desired to

limit the fuel centerline temperature. High critical heat flux is desirable to avoid a

sudden heat transfer coefficient drop at the coolant-cladding interface.

Under a power ramp transient, with a pellet expansion rate of the order of

10−5 s−1, high thermal conductivity and a low coefficient of thermal expansion are

desirable in the fuel pellet to minimize pellet–cladding mechanical interaction. The

same properties are desirable for a sudden reactivity insertion accident scenario when

a rapid pellet expansion rate of the order of 5 s−1 can occur. However, for such rapid

transients, in addition a low heat capacity in the fuel is desirable to limit the extent of

energy deposition in the core. On the contrary, under a design basis loss of coolant

accident, high heat capacity in the fuel can be beneficiary since it will reduce the

rate of temperature rise as a result of decay heat. Finally, for a beyond design basis

accident such as a station blackout, when a core temperature can exceed 1200◦C, oxi-

dation resistance at high steam temperatures, as well as overall chemical and physical

stability, are of great importance.

Safety analyses require calculations with safety codes that need the appropri-

ate thermophysical properties of various reactor core materials. The available open

literature on these properties is very rich and an exhaustive review of the subject

can be found in, e.g., [133]. A compilation of material property correlations with

an extensive history of use for LWR safety analyses is provided in the MATPRO
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database [83]. In this chapter we provide the basic thermophysical properties of re-

actor core materials relevant for safety analyses of current and nearest future nuclear

reactor types.

3.1 CLADDING MATERIALS

Cladding materials should possess several important features, such as a low macro-

scopic neutron absorption cross section and high corrosion resistance. Such metals

as beryllium, magnesium, and aluminum have the lowest macroscopic cross-section

(0.001, 0.005, and 0.014 cm−1, respectively), but they are not suitable for cladding

applications due to various reasons. Beryllium is expensive, difficult to fabricate,

and toxic. Magnesium has a low melting point (923 K), and has a poor resistance to

hot water corrosion. Aluminum has a low melting point (933 K) and a poor high-

temperature strength.

Austenitic stainless steels (type 304) have been used as cladding in BWRs, but

they were prone to stress corrosion cracking (SCC) failures. Even though austenitic

steel was successfully used in PWRs, the need for higher fuel burnup eventually led

to the replacement of austenitic stainless steel with zirconium-based cladding.

Zirconium has a very low macroscopic neutron absorption cross-section

(0.01 cm−1), high hardness, ductility, and corrosion resistance. Commercial non-

nuclear grade zirconium contains 1–5% of hafnium, whose absorption cross-section

is very high and must therefore be almost entirely removed (to less than 0.02% of

the alloy) for reactor applications. Zirconium alloys for cladding applications con-

tain more than 95% of zirconium, less than 0.3% of iron and chromium, 0.1–0.14%

of oxygen, and varying content of zinc and niobium. Due to the high content of

zirconium, zirconium alloys have properties similar to pure zirconium. The most fre-

quently used alloys include Zircaloy 2 (1.2–1.7% Sn and 0.0% Nb), Zircaloy 4 (1.2–

1.7% Sn and 0.0% Nb), ZIRLO1 (0.7–1.0% Sn and 1.0% Nb), and M52 (0.0% Sn

and 0.8–1.2% Nb). Zirconium alloys suffer from bad creep rates and the phase trans-

formation of zirconia3 is of great concern.

3.1.1 ZIRCALOY 2 AND 4

Zircaloy 4 (Zry-4) is used in PWRs for the cladding tubes and guide tubes, whereas

Zircaloy 2 (Zry-2) is used for the cladding tubes and channel boxes in BWRs.

Zirconium Density

The density of zirconium varies with the temperature T (K) as follows [103],

ρ = 6550−0.1685T, (3.1)

where ρ (kg m−3) is the density.

1A trademark of Westinghouse that stands for zirconium low oxidation.
2A trademark of AREVA.
3Zirconium dioxide (ZrO2)
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Thermal Conductivity

The recommended equations for the thermal conductivity of Zircaloy 2 and

Zircaloy 4 are as follows [100]:

λ = 12.767−5.4348 ·10−4T +8.9818 ·10−6T 2, (3.2)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature. The

equation is valid for 300 K < T < 1800 K with average uncertainty 7%.

Specific Heat Capacity

The recommended equations for the specific heat capacity of Zircaloy 2 are as fol-

lows [100]:

For 273 K < T < 1100 K (α–phase),

cp = 255.66+0.1024T. (3.3)

For 1100 K < T < 1214 K (α +β–phase transition),

cp = 255.66+0.1024T +1058.4exp

[
(T −1213.8)2

719.61

]
. (3.4)

For 1214 K < T < 1320 K (α +β–phase transition),

cp = 597.1−0.4088T +1.565 ·10−4T 2 +1058.4exp

[
(T −1213.8)2

719.61

]
. (3.5)

For 1320 K < T < 2000 K (β–phase),

cp = 597.1−0.4088T +1.565 ·10−4T 2. (3.6)

Here cp (J kg−1 K−1) is the specific heat capacity and T (K) is the temperature. The

two-standard deviation uncertainty for Zircaloy 2 α–phase is 2–3% whereas for β–

phase it increases from 10% (for temperatures in a range from 1300 K to 1600 K) to

20% (at 1700 K).

No equation for the specific heat capacity of Zircaloy 4 is available due to a

lack of data. Until measurements of the heat capacity of Zircaloy 4 are available, the

Zircaloy 2 equations are recommended with the caution that the actual heat capacity

for Zircaloy 4 may be higher by 10–20% in the α–phase and by 30% in the β–

phase [100].

3.1.2 ZIRCONIUM ALLOY WITH 1% NOBIUM

The main application of Zr-1%Nb alloy is for the cladding tubes in VVERs.
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Thermal Conductivity

The thermal conductivity λ (W m−1 K−1) of Zr-1%Nb in the direction of the rod

length is given as [100],

λ =

{
23.48−1.92 ·10−2T +1.68 ·10−5T 2 for 300 < T ≤ 1150 K

1.51+0.020T for 1150 < T < 1600 K
, (3.7)

where T (K) is the temperature and the correlation uncertainty is 10%.

3.1.3 ZIRCONIUM ALLOY WITH 2.5% NOBIUM

Zr-2.5%Nb alloy is used for pressure tubes in PHWRs. Its density is 6.44·103 kg m−3,

the melting temperature is 1757 K, and the specific heat capacity (at 573 K) is

305.2 J kg−1 K−1.

Thermal Conductivity

Using the least square regression procedure, the following correlation for the ther-

mal conductivity λ (W m−1 K−1) of Zr-2.5%Nb was obtained from the available

experimental data [100],

λ = 3.172+14.75θ 2 −2.435θ 3 +
4.831

θ
(3.8)

where θ = T/1000, T (K) is the temperature, and the correlation uncertainty is less

than 8%.

3.2 FUEL PELLET MATERIALS

Almost all current commercial nuclear power plants with Generation II and Gen-

eration III/III+ reactors utilize uranium dioxide (UO2) fuel. Fuel design varies for

different reactor types, including LWRs (both PWRs and BWRs), AGRs, VVERs,

and CANDU reactors. Plutonium utilization and recycling have been demonstrated

in light-water and heavy-water reactors. In some countries mixed oxide (MOX) fuel4

is used on a commercial scales.

Oxide nuclear fuels such as UO2 and (U,Pu)O2 have fluorite structures in which

the oxygen-to-metal (O/M) ratio equals 2.0. In advanced nuclear fuel, this ratio is

adjusted to values lower than 2.0 in the sintering process to improve the compatibility

between fuel and cladding materials. Basic properties of selected fuel materials at

normal conditions are shown in Table 3.1.

A fuel pellet density is managed in the fuel production process. A theoretical

fuel density is the standard value that can be determined from a lattice parameter, a

composition, and an isotopic content. In general, the theoretical density of (U,Pu)O2

increases with increasing Pu content and decreases with decreasing O/M ratio [119].

4The MOX fuel is obtained by separating the plutonium and mixing it with the depleted uranium.
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TABLE 3.1

Basic Properties of Selected Fuel Materials at Normal Conditions

Property U Pu UO2 PuO2 MOXa UCb UNc

Atomic/Molecular mass (amu) 238.03 244.06 270.3 276.045 271.2 250 252

Density (103 kg m−3) 19.05 19.84 10.96 11.46 11.074 13.63 14.30

Melting point (K) 1405 913 3120 2663 3023 2638 3123

Boiling point (K) 4018 3500 3815 3600 3811 4691

Heat of fusion (kJ mol−1) 8.72 2.8 70 70.39 77.37 48.9

Heat of vaporization (kJ mol−1) 487 350 413 376.8 413.5 530

Heat capacity (J mol−1 K−1) 27.67 31.2 63.7 66.25 65.09 50 48

Thermal conductivity (W m−1 K−1) 22.5 5.2 8.68 6.3 7.82e 25.3 13.0

Linear expansion (10−6 K−1) 13.9 46.85d 9.75 7.8 9.4 10.1 7.52

a U0.8Pu0.2O2 mixed oxide.

b Uranium carbide.

c Uranium mononitride.

d For α–phase.

e For MOX of 95% density.

Source: [103]

During the early stages of reactor irradiation, sub-micron pores disappear from ox-

ide fuels causing their densification. A maximum densification occurs at around 5–

6 MWd kg−1 burnup, which results in a peak fuel temperature. Therefore fuel den-

sification is an important phenomenon that has to be considered in reactor safety

evaluations. When a fuel burnup exceeds 5–6 MWd kg−1, the oxide fuel density

decreases due to fuel swelling caused by the accumulation of fission products.

A nuclear fuel is developed to allow high burnup, high operational flexibility,

and high reliability. These goals are met by increasing the fuel density, improving

the fission gas retention, improving the pellet-cladding interaction resistance, and

improving the post-failure performance. The density and grain size of the fuel mate-

rial can be increased by using various additions. As a result less fission gas bubbles

migrate to the fuel surface, and the release of fission gases to the gap between the

pellet and the cladding decreases. The fuel material composition determines the most

important thermophysical properties such as the heat capacity, the thermal expansion

coefficient, the melting temperature, and the thermal conductivity. In this section we

present the typical equations and correlations that can be used to determine these

properties for selected fuel materials.

3.2.1 URANIUM METAL

Metallic uranium was used as the fuel in most of the early reactors mainly because

it provided the maximum number density of uranium atoms. Metallic fuels produce

a very hard neutron spectrum and therefore they are suitable for fast reactors. Other
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benefits offered by metallic fuel include a high thermal conductivity and a relatively

low heat capacity. The former reduces peak temperatures and local hot spots, whereas

the latter limits the stored heat in the fuel, allowing the fuel to be cooled more readily.

In the past, metallic fuels had limited endurance due to excessive swelling.

This drawback has been mitigated by incorporating space for swelling. Uranium-

plutonium alloys with 10% zirconium (to raise the melting point) have been shown

to be very reliable, and very high burnups are now routinely achieved [91].

The basic properties of the metallic uranium are provided in Table 3.1 for normal

conditions only. The temperature dependence of the metallic uranium properties is

described with correlations, as summarized below.

Density of Uranium Metal

The density of uranium metal varies with the temperature T (K) as follows [103],

ρ =





19.36 ·103 −1.03347T for 273 ≤ T ≤ 942 K (α-phase)

19.092 ·103 −0.9807T for 942 < T ≤ 1049 K (β -phase)

18.447 ·103 −0.5166T for 1049 < T ≤ 1405 K (γ-phase)

, (3.9)

where ρ (kg m−3) is the density.

Heat Capacity of Uranium Metal

The uranium specific heat capacity cp (J kg−1 K−1) varies with the temperature T (K)

as follows [103],

cp =





cpα(T ) for 293 ≤ T ≤ 942 K (α-phase)

176.4 for 942 < T ≤ 1049 K (β -phase)

156.8 for 1049 < T ≤ 1405 K (γ-phase)

, (3.10)

where

cpα(T ) = 104.82+5.3686 ·10−3T +10.1823 ·10−5T 2. (3.11)

Thermal Conductivity of Uranium Metal

The thermal conductivity of uranium metal λ (W m−1 K−1) varies with the temper-

ature T (K) as follows [103],

λ = 22.0+0.023(T −273.15). (3.12)

The correlation is valid in the temperature range of 293–1405 K with accuracy of

±10%.
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3.2.2 URANIUM DIOXIDE

The ceramic uranium dioxide (UO2) fuel is used in LWRs in the form of pellets.

The pellets are enclosed in a metal cladding and are, in general, characterized by an

excellent dimensional stability during fission. Since UO2 is the most common type

of fuel, its properties are widely investigated and well-known. The most common

thermo-mechanical properties of UO2 are given in this section.

Density of Solid UO2

A density of solid UO2 is given as,

ρ = ρ0

[
L0

L(T )

]3

, (3.13)

where ρ0 = 1.0963 ·104 kg m−3 is UO2 density at temperature T = 273 K and L(T )
is the linear thermal expansion of solid UO2 given as:

for 273 K ≤ T ≤ 923 K,

L(T ) = L0

(
9.9734 ·10−1 +9.802 ·10−6T −2.705 ·10−10T 2

)
; (3.14)

for 923 K ≤ T ≤ 3120 K,

L(T ) = L0

(
9.9672 ·10−1 +1.179 ·10−5T −2.429 ·10−9T 2 +1.219 ·10−12T 3

)
.

(3.15)

Here L0 is the linear thermal expansion of solid UO2 at temperature T = 273 K.

Thermal Conductivity of Solid UO2

The thermal conductivity of solid UO2 can be found from the following equa-

tion [100],

λ =
1−α p

1−0.95α

[
100

7.5408+17.692θ +3.6142θ 2
+

6400

θ 5/2
exp

(
−16.35

θ

)]
, (3.16)

where α = 2.6−0.5θ , θ = T/1000, T (K) is the temperature, p is the porosity, and

λ (W m−1 K−1) is the thermal conductivity. The uncertainty of the formula varies

with the temperature and is 10% for temperatures from 298 to 2000 K and increases

to 20% for temperatures from 2000 to 3120 K.

Specific Heat Capacity of Solid UO2

The molar heat capacity at constant pressure of solid UO2 can be obtained as,

CMp =
C1θ 2eθ/T

T 2
(
eθ/T −1

)2
+2C2T +

C3Eae−Ea/T

T 2
, (3.17)
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where CMp (J mol−1 K−1) is the molar heat capacity, C1 = 81.613 J mol−1 K−1, θ =
548.68 K, C2 = 2.285 ·10−3 J mol−1 K−2, C3 = 2.360 ·107 J mol−1, Ea = 18531.7 K,

and T (K) is the temperature. The uncertainty of the formula is ±2% from 298.15 to

1800 K and ±13% from 1800 to 3120 K.

The specific heat capacity at constant pressure in J kg−1 K−1 can be obtained as

cp = MCMp, where M is the molar mass of UO2.

3.2.3 MOX FUEL

Comparing to the UO2 fuel, the MOX fuel has a lower thermal conductivity and a

lower melting point. For both oxides, the thermal conductivity decreases with in-

creasing temperature up to around 2000 K, and then it rises with the temperature.

Moreover, the deviation of O/M from 2.00 reduces the thermal conductivity. Similar

effect has an increasing burnup.

The thermal conductivity λ (W m−1 K−1) of the solid MOX fuel at temperature

T (K), porosity p, and burnup E (MWd kg−1) is correlated to the fuel temperature

and the burnup as [140]:

λ = 1.0789λ95

1− p

1+0.5p
, (3.18)

where λ95 (W m−1 K−1) is the thermal conductivity of MOX fuel with 5% porosity

given as,

λ95 =
1

A(x)+B(x)T +2.46 ·10−4T +h(E,T )
+

1.5 ·109e−13520/T

T 2
, (3.19)

and h(E,T ) is a burnup and temperature dependent factor:

h(E,T ) = 1.87 ·10−3E +
3.8 ·10−2

(
1−0.9e−0.04E

)
E0.28

1+396e−6380/T
. (3.20)

The influence of the O/M ratio is taken into account by the following correlations,

A(x) = 2.85x+0.035

B(x) = 2.86 ·10−4

x = 2.00−O/M

. (3.21)

The porosity p is defined in terms of the full dense fuel ρT D and the actual density ρ
as,

p =
ρT D −ρ

ρT D

. (3.22)

3.2.4 THORIUM METAL

Thorium is a chemical element with atomic number 90 and an atomic mass of 232.04

amu. Fertile 232Th can be converted to fissile 233U and thus is an important energy

resource as a supplement to natural uranium. Thorium melts at 2023 K and boils at

5063 K.
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Thorium Density

The thorium density ρ (kg m−3) varies with the temperature T (K) as follows [103],

ρ = 11836−0.4219T. (3.23)

Thorium Heat Capacity

The thorium specific heat capacity cp (J kg−1 K−1) varies with the temperature T (K)

as follows [103]:

for T < 1623 K (α-phase)

cp = 111.95+3.6384T −0.0145T 2, (3.24)

and for 1623 ≤ T < 2023 K (β -phase)

cp = 145.77+5.7774T −0.2032T 2. (3.25)

Thorium Thermal Conductivity

The thorium thermal conductivity λ (W m−1 K−1) varies with the temperature T (K)

as follows [103],

λ = 34+0.0133T. (3.26)

The correlation’s temperature range is not indicated, but its accuracy is reported as

±15%.

3.2.5 THORIUM­BASED FUEL

Thorium-based fuels, mainly as the oxides, are of interest due to high conversion

ratio (theoretically exceeding unity) of 232Th to 233U. Various fuel compositions are

considered, including ThO2, (Th1−yUy)O2, and (Th1−yPuy)O2. The thermophysical

properties of thorium fuels are measured as a function of the composition (uranium

and plutonium content determined by the y-factor) and the temperature.

Density of Solid ThO2 and (Th,U)O2

The recommended equation for the theoretical density ρT D (Mg m−3) of ThO2–UO2

as a function of the temperature T (K) and the content x of UO2 is as follows [100],

ρT D = 10.087−2.891 ·10−4T − x
(
6.354 ·10−7T +9.279 ·10−3

)

+5.111 ·10−6x2
. (3.27)

The equation is valid for the temperature range 298 < T < 1600 and its uncertainty

is ±0.28%.
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Thermal Conductivity of Solid Thorium Fuels

The recommended correlation for the thermal conductivity λ95 (W m−1 K−1) of

ThyU1−yO2 with 95% theoretical density is as follows [100],

λ95 =
1

−0.0464+0.0034y+(2.5185 ·10−4 +1.0733 ·10−7y)T
. (3.28)

The corresponding recommended correlation valid for the ThyPu1−yO2 fuel is [100],

λ95 =
1

−0.08388+1.7378y+(2.62524 ·10−4 +1.7405 ·10−4y)T
, (3.29)

where T (K) is the temperature. Both correlations are valid for the temperature range

873 < T < 1873.

Specific Heat Capacity of Solid ThyU1−yO2

An equation for the specific heat capacity of the solid mixed oxide ThyU1−yO2 has

been derived from heat capacities of pure ThO2 and UO2. The following equa-

tion is recommended to calculate the molar heat capacity at constant pressure

CMp (J mol−1 K−1) [100],

CMp = yC1 +(1− y)C2, (3.30)

where,

C1 = 55.962+0.05126T −3.6802 ·10−5T 2 +9.2245 ·10−9T 3

− 5.74031 ·105

T 2

, (3.31)

and

C2 = 52.1743+0.08795T −8.4241 ·10−5T 2 +3.1542 ·10−8T 3

−2.6334 ·10−12T 4 − 7.1391 ·105

T 2

. (3.32)

The specific heat capacity at constant pressure, cp (J kg−1 K−1), can be obtained as

cp = MCMp, where M is the molar mass of ThyU1−yO2.

3.2.6 TRISO FUEL COMPACT

The TRISO fuel compact has a composite structure as described in §2.3.2. Numerous

fuel performance codes with material properties have been developed for TRISO

fuel analysis [115]. In this section we present the most important thermal physical

properties of this type of fuel.

It is not practical to distinguish between the TRISO particle layers and the

graphite matrix in full core models. Instead, effective properties of the TRISO fuel

compact as a homogeneous material are used. Expressions and correlations used for

the thermal conductivity, specific heat, and density are presented below.
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Thermal Conductivity

The effective thermal conductivity of the TRISO fuel compact, λe(T ), is a function

the thermal conductivity of the graphite matrix, λm(T ), the thermal conductivity of

the TRISO particle, λp(T ), the particle volume fraction, φ , and usually the particle

configuration, c. Thus, a general relationship for the effective conductivity of hetero-

geneous materials is as follows,

λe(T ) = F (λm(T ),λp(T ),φ ,c) . (3.33)

Usually this relationship is expressed in terms of two parameters: the ratio of the

thermal conductivity of particles to the continuous matrix,

κ =
λp

λm

, (3.34)

and (in analogy with potential theory) reduced polarizability,

β =
κ −1

κ +2
. (3.35)

Maxwell’s model is one of the oldest approaches based on the potential theory, in

which no assumptions are made as to the geometric configuration of the particles,

and a low particle volume fraction is assumed. The model is given as,

λe

λm

=
1+2βφ

1−βφ
. (3.36)

An improved model that agrees with experimental data for materials with κ ranging

from 10−3 to 104 and φ from 0.15 to 0.85 is as follow [34, 78]:

λe

λm

=
1+2βφ +(2β 3 −0.1β )φ 2 +0.05φ 3 exp(4.5β )

1−βφ
. (3.37)

Thermal conductivity of the fuel kernel (for both UCO and UO2 fuel) is taken

as [160]:

λ = 0.0132e1.88·10−3(T−273.15)+

{
4040

190.85+T
for T < 1923.15 K

1.9 for 1923.15 K ≤ T
, (3.38)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature. For

the SiC layer, the thermal conductivity is given as,

λ =
17885

T
+2, (3.39)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature. The

thermal conductivity of the pyrocarbons is constant and equal to 4.0 W m−1 K−1 for

IPyC and OPyC, and 0.5 W m−1 K−1 for the buffer layer.
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TABLE 3.2

Summary of Thermophysical Properties of TRISO Fuel Compact

Property Fuel Kernel Buffer IPyCa SiC OPyC Matrix

Density (kg m−3) 11040 1050 1900 3190 1900 1750

Thermal conductivity (W m−1 K−1) Eq. (3.38) 0.5 4.0 Eq. (3.39) 4.0 Eq. (3.68)

Specific heat capacity (J kg−1 K−1) Eq. (3.40) 720 720 Eq. (3.41) 720 Eq. (3.65)

Radius/thickness (µm) 500 95 40 35 40

Specific Heat Capacity

For both UO2 and UCO fuel kernels, the specific heat capacity can be found as [66,

115],

Mcp = 52.1743+87.951θ −84.2411θ 2+31.542θ 3−2.6334θ 4− 0.71391

θ 2
, (3.40)

where cp (J kg−1 K−1) is the specific heat capacity, θ = T/1000 is the reduced

temperature, M (kg mol−1) is the molar mass , and T (K) is the temperature.

The correlation for specific heat capacity of SiC is given by [206],

cp = 925.65+0.3772T −7.9259 ·10−5T 2 − 3.1946 ·107

T 2
, (3.41)

where cp (J kg−1 K−1) is the specific heat capacity and T (K) is temperature. The

specific heat capacity for IPyC and OPyC is constant and equal to 720 J kg−1 K−1.

The effective specific heat capacity of the TRISO fuel compact, cp,e, can be found

as,

cp,e =
N

∑
i

ricp,i, (3.42)

where ri is the mass fraction of component i, cp,i is the component specific heat

capacity, and N is the number of components.

3.3 ACCIDENT TOLERANT FUEL

The concept of accident-tolerant fuel (ATF) was conceived following the Fukushima

Daiichi accident, during which three reactor cores were destroyed. The ceramic fuel

melted when its temperature exceeded about 3100 K, and significant amounts of

hydrogen were generated from the steam-zirconium reaction. The objective of ATF is

to make the fuel more resistant to high temperatures and the cladding less susceptible

to chemical reactions with coolant at high temperature. In particular, less energy

should be released in the chemical reaction and the kinetics of the reaction should be

slower.
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The initial ATF development focused on a near-term improvement to existing

zirconium-based cladding and urania-based fuel coating and additives. The primary

functions of the coating are to reduce corrosion during normal operation and to slow

chemical reaction rates when high-temperature steam is present during accident con-

ditions. The additives in urania fuel, in turn, are used to enhance the fuel thermal

conductivity. This increased thermal conductivity leads to lower fuel centerline tem-

perature and thus improves the safety margin.

As an interim solution, novel fuel and cladding materials are sought. These mate-

rials differ from the traditional UO2–Zr fuel and cladding system but have the same

fundamental design. Such alternative fuel materials as U3Si2 and cladding materials

such as iron-chromium-aluminum (FeCrAl) alloys are considered.

The long-term ATF concepts will be drastically different from the previous and

currently existing solutions. This includes ceramic micro-encapsulated fuel and sil-

icon carbide fiber/silicon carbide matrix (SiC-f/SiC-m) composite concepts. These

fuels will require a significant modification or alteration to reactor designs, but they

will offer significant performance and safety gains [26].

3.4 COOLANTS

Heat generated in a fuel is transferred to a coolant and carried by it outside of the re-

actor core. The extent to which heat is transferred to a moving coolant depends upon

the flow details along a coolant channel and upon the coolant thermodynamic prop-

erties. Thus, the primary requirement for a coolant is that it must efficiently remove

heat from a high-power-density system. Other requirements for coolants include low

parasitic neutron absorption, minimum (for fast reactors) or maximum (for thermal

reactors) neutron moderation, and low activation by neutrons.

Water was among the first candidates investigated for cooling the thermal spec-

trum reactors due to its availability, high heat capacity, and high latent heat. A dis-

advantage is that water-moderated reactors require high-pressure primary systems

to keep water in the liquid state at high temperatures, which is required for a high

thermodynamic efficiency.

Fast spectrum reactors cannot use water or any organic coolant. For this reason

liquid metals were the first candidates investigated for cooling such reactors. Sodium,

sodium/potassium eutectic (NaK), mercury, lead, and lead/bismuth eutectic have all

been considered. However, helium and steam were also given considerable thought,

primarily in connection with the switch from metal to ceramic fuels, in which accom-

panying lower power densities allow the gas coolant to fulfill the basic heat transfer

requirements [224].

Coolant properties vary with pressure and temperature, as shown in Figs. 3.1

through 3.4. The coolant density variation is shown in Fig. 3.1. The gaseous coolants

have the lowest density, followed by the intermediate densities of water and sodium,

and the highest density of the lead-bismuth eutectic. Water exhibits a significant den-

sity drop due to a phase change. Even supercritical water at 25 MPa pressure suffers

from a density drop by an order of magnitude when its temperature is increased from

300–500 K to above 700 K.
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Figure 3.1 Density as a function of temperature for selected reactor coolants.

In Fig. 3.2 a plot is shown of the temperature influence on the dynamic viscosi-

ties of selected coolants. This chart shows that the viscosities of gases are lower than

the viscosities of liquids. Moreover, the viscosities of gases increase with increasing

temperature, whereas the viscosities of liquids decrease with increasing temperature.

The viscosity of supercritical water at 25 MPa drops significantly when the temper-

ature increases from about 600 to 700 K.

Figure 3.3 is a plot of the temperature influence on the thermal conductivities of

selected coolants. Similarly as for the dynamic viscosities, when the temperature is

high enough above the saturation temperature, the thermal conductivities of gases
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Figure 3.2 Dynamic viscosity as a function of temperature for selected reactor

coolants.

increase with increasing temperature. A similar trend can be observed for the lead-

bismuth eutectic in the indicated range of temperatures and for water at temperatures

below about 400 K. For sodium, CO2 at temperatures below 400 K, and water at

temperatures above 400 K the thermal conductivities decrease with increasing tem-

perature.

Variations of the specific isobaric heat capacity with the temperature for selected

coolants are shown in Fig. 3.4. Only a weak dependence of the heat capacities on

the temperature variations can be observed for helium, CO2 at temperatures above
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Figure 3.3 Thermal conductivity as a function of temperature for selected reactor

coolants.

500 K, sodium, and the lead-bismuth eutectic. The most significant variations of

the heat capacities can be observed for water. In particular, the specific heat of the

supercritical water at 25 MPa and at the pseudocritical temperature reaches a value

that is more than an order of magnitude higher than the typical values of the specific

heat for water and steam at subcritical pressures.
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Figure 3.4 Specific isobaric heat capacity as a function of temperature for selected

reactor coolants.

3.4.1 WATER COOLANTS

Water and steam are commonly used in various engineering applications and thanks

to this their properties are very well known. Traditionally water and steam properties

have been tabulated in so-called “Steam Tables”. Currently a very comprehensive

set of water property functions is proposed by the International Association for the

Properties of Water and Steam (IAPWS)5. The functions are valid in the following

5www.iapws.org

https://www.iapws.org
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TABLE 3.3

Reference Constants of Ordinary Water used in the IAPWS Formulation

Constant Symbol Value Unit

Specific gas constant Rsp 0.461562 kJ kg−1 K−1

Critical temperature Tc 647.096 K

Critical pressure pc 22.064 MPa

Critical density ρc 322 kg m−3

range of pressure p and temperature T :

273.15 K ≤ T ≤ 1073.15 K and p ≤ 100 MPa,

1073.15 K ≤ T ≤ 2273.15 K and p ≤ 50 MPa.

Reference constants of ordinary water used in the IAPWS formulation are shown in

Table 3.3.

3.4.2 GASEOUS COOLANTS

The main features of gas cooling, making it particularly useful for reactor applica-

tions, are as follows [202]:

• Pure single-phase operation providing freedom from all concern about boil-

ing and phase change.

• Low neutron absorption and moderation.

• Inertness, both chemical and radioactive, including, in the case of helium,

compatibility with water, air, and fuel.

• Impossibility of total coolant loss (only depressurization) and low total

stored energy.

Early gas-cooled reactors, such as Magnox reactors and AGRs, used CO2 as

a coolant. The succeeding generation of reactors, called the high-temperature gas

reactors (HTGRs), were designed with helium as the coolant. Currently there is a

revived interest in developing gas-cooled fast reactors (GFRs) that use CO2 as the

reactor coolant. Thus both CO2 and helium can be expected as the coolant in future

gas-cooled reactors. Since the two gases have significantly different thermophysical

properties, the reactor designs must be different as well. In particular, it has been

shown that helium requires less pumping power than CO2 and produces substan-

tially lower lift forces in the core, but it requires somewhat more core flow area.

However, CO2 is considered to be a better convective coolant than helium for decay

heat removal [152].
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Equation of State

Equations of state are useful in describing fluid properties such as density or specific

volume. In general, an equation of state has the following form,

f (ρ, p,T ) = 0, (3.43)

where ρ–density, p–pressure, and T –temperature.

There is no single equation of state that is valid for all fluids. For gases, the

simplest form of the equation of state is given by the ideal gas law,

ρ =
p

RT
, (3.44)

where ρ–gas density, p–pressure, R–specific gas constant, and T –absolute tempera-

ture. Sometime the equation is written as,

ρ =
p

(κ −1)u
, (3.45)

where κ = cp/cυ is the specific heat ratio, cp–specific heat at constant pressure, cυ –

specific heat at constant volume, and u–specific thermal energy: u = cυ T , where T

is the absolute temperature.

For real gases, a more complex, gas-specific, equation of state is required. Such

equations are provided in standard thermodynamics textbooks, e.g., [31]. The follow-

ing equation is based on five experimentally determined constants and was proposed

by Beattie and Bridgeman for several common gases [11],

p =
RuT

υ2
M

(
1− c

υMT 3

)
(υM +B)− A

υ2
M

,

where A = A0

(
1− a

υM

)
, B = B0

(
1− b

υM

)
.

(3.46)

Here p–pressure, T –absolute temperature, υM–specific molar volume (m3 kmol−1),

and Ru–universal gas constant (kPa m3/(kmol K)). Since the equation is implicit in

specific volume, thus density, iterations are needed to find a gas density in function

of pressure and temperature.

Helium

Helium (He) is a chemical element with atomic number Z = 2, relative atomic mass

Ar = 4.002602, crustal average abundance 0.008 mg kg−1, and ocean abundance 7 ·
10−6 mg L−1. Helium coolant is particularly suitable for reactors operating at high-

temperatures. The very high-temperature reactor (VHTR), one of the six candidates

of the Gen IV nuclear systems, is designed to have core outlet temperatures between

970 and 1220 K, or more than 1270 K in the future. The VHTR can operate in the

direct cycle during which a helium gas turbine system can be directly set in the

primary coolant loop. The combination of high thermal conductivity and specific

heat together with chemical inertness gives helium unique advantages over any other

gas as a reactor coolant. The temperature dependencies of the most common physical

properties of helium at 6 MPa pressure are shown in Figs. 3.1–3.4.
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TABLE 3.4

Constants in Eq. (3.46) for Selected Gases

Gas A0 a B0 b c

Air 131.8441 0.01931 0.04611 -0.001101 4.34×104

Argon, Ar 130.7802 0.02328 0.03931 0.0 5.99×104

Carbon dioxide, CO2 507.2836 0.07132 0.10476 0.07235 6.60×105

Helium, He 2.1886 0.05984 0.01400 0.0 40

Hydrogen, H2 20.0117 -0.00506 0.02096 -0.04359 504

Nitrogen, N2 136.2315 0.02617 0.05046 -0.00691 4.20×104

Oxygen, O2 151.0857 0.02562 0.04624 0.004208 4.80×104

Carbon Dioxide

Carbon dioxide (CO2) is a chemical compound with relative molecular weight

Mr = 44.01. It is a colorless and non-flammable gas present in the air with a concen-

tration of over 400 ppm. The temperature and pressure of the CO2 coolant in Mag-

nox reactors were about 673 K and 1.6 MPa, respectively. To improve the conversion

efficiency, Generation II advanced gas-cooled reactors (AGRs) were designed to op-

erate at significantly higher temperatures and pressures, to match the inlet steam

conditions of prevailing coal-fired power plants. This resulted in a maximum CO2

temperatures of ∼920 K and pressures of ∼4.1 MPa. Generation IV reactors are ex-

pected to operate at even higher pressures, where supercritical CO2 (sCO2) power

cycles with pressure in the range of 20–30 MPa are under consideration. The tem-

perature dependencies of the most common physical properties of sCO2 at 20 MPa

pressure are shown in Figs. 3.1–3.4.

3.4.3 LIQUID METAL COOLANTS

Liquid metal coolants have been considered as first candidates for fast spectrum re-

actors since they provide efficient cooling without significantly interacting with neu-

trons. They have relatively high melting and boiling temperatures at atmospheric

pressure, allowing for a single-phase operation in a wide range of temperatures. The

temperature dependencies of the most common physical properties of sodium and

lead-bismuth eutectic are shown in Figs. 3.1–3.4.

Sodium

Sodium (Na) is a chemical element with atomic number Z = 11, relative atomic mass

Ar = 22.98977, crustal average abundance 2.36 ·104 mg kg−1, and ocean abundance

1.08 ·104 mg L−1. Since sodium is one of the most electropositive6 metals, it reacts

exothermically with water yielding sodium hydroxide (NaOH) and hydrogen gas.

6An electropositive element is one that has a tendency to lose electrons and form a positively charged

ion.



64 Thermal Safety Margins in Nuclear Reactors

TABLE 3.5

Basic Thermophysical Properties of Liquid Metal Coolants

Property Na Pb Pb­Bia

Melting temperature (K (◦C)) 371.15(98) 606.6(327.45) 398.15(125)

Boiling temperature (K (◦C)) 1156.15(883) 2021(1747.85) 1911.15(1638)

Density at 293 K (solid) (kg m−3) 966 11340 10474

Density at 723 K (liquid) (kg m−3) 844 10514 10150

Dynamic viscosity at 723 K (Pa s) 2.532·10−4 2.0·10−3 1.421·10−3

Thermal conductivity at 293 K (solid) (W m−1 K−1) 130 35 10

Thermal conductivity at 723 K (liquid) (W m−1 K−1) 71.2 17.1 14.2

Heat capacity at 293 K (solid) (kJ kg−1 K−1) 1.230 0.127 0.128

Heat capacity at 723 K (liquid) (kJ kg−1 K−1) 1.272 0.1473 0.146

Prandtl number at 723 K (-) 0.0045 0.0174 0.0147

a An alloy/eutectic with 44.5 wt% Pb + 55.5 wt% Bi composition.

Source: [103, 104, 207]

Basic thermophysical properties of sodium are given in Table 3.5. Analytic ex-

pressions for density, dynamic viscosity, thermal conductivity, and specific heat ca-

pacity as a function of temperature are given below.

Density

ρ = 896.6+516.1θ −1829.7θ 2 +2201.6θ 3

−1397.6θ 4 +448.7θ 5 −57.96θ 6
, (3.47)

where ρ (kg m−3) is the density and θ = T/1000, with T (K) is the tempera-

ture [103].

Dynamic Viscosity

µ = exp

(
−6.4406−0.3958lnT +

556.8

T

)
, (3.48)

where µ (Pa·s) is the dynamic viscosity and T (K) is the temperature [103].

Thermal Conductivity

λ = 99.5−39.1 ·10−3T, (3.49)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature [103].

Specific Isobaric Heat Capacity

cp = 43.497

(
38.12− 0.069 ·106

T 2
−19.493 ·10−3T +10.24 ·10−6T 2

)
, (3.50)
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where cp (J kg−1 K−1) is the specific isobaric heat capacity and T (K) is the temper-

ature [103].

Lead

Lead (Pb) is a chemical element with atomic number Z = 82, relative atomic

mass Ar = 207.2, crustal average abundance 14 mg kg−1, and ocean abundance

3 ·10−5 mg L−1. Solid lead is practically not oxidizing in dry air; however, in humid

air it is coated with an oxide film (PbO). Air causes molten lead oxidization initially

to Pb2O and then to PbO oxide. In the temperature range 673–773 K lead interacts

with water producing hydroxide Pb(OH)2. The choice of structural materials resis-

tant to erosion-corrosion effects is probably the main issue in lead-cooled reactors.

Basic thermophysical properties of lead are given in Table 3.5. Analytic expres-

sions for density, dynamic viscosity, thermal conductivity, and specific heat capacity

as a function of temperature are given below.

Density

The following linear correlation can be used to describe the temperature dependence

of the density at normal atmospheric pressure [207],

ρ = 10671−1.2795(T −600.6) , (3.51)

where ρ (kg m−3) is the density and T (K) is the temperature. The uncertainty of the

correlation at the 95% confidence level is 0.5–1% for the temperature range 601 K

< T < 2000 K.

Dynamic Viscosity

The dynamic viscosity µ (Pa·s) depends on the temperature T (K) as follows [207],

µ = 0.479 ·10−3 · exp

(
8600

RuT

)
, (3.52)

where Ru ≈ 8.3145 J mol−1 K−1 is the universal gas constant. The uncertainty of

the correlation is ±6% for the temperature range 601 K < T < 1473 K.

Thermal Conductivity

The following linear correlation for the thermal conductivity is proposed [207],

λ = 16.093+0.0078462(T −600.6) , (3.53)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature. The

correlation is valid in the temperature range 602–1150 K at standard pressure with

uncertainty ±16.9% at the 95% confidence level.
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Specific Isobaric Heat Capacity

The specific isobaric heat capacity of liquid lead can be found from the following

correlation [207],

cp = 176.2−4.923 ·10−2T +1.544 ·10−5T 2 −1.524 ·106T−2, (3.54)

where cp (J kg−1 K−1) is the specific isobaric heat capacity and T (K) is the temper-

ature.

Lead­Bismuth Eutectic

The lead-bismuth alloy phase diagram has a eutectic point at 55.5 wt% Bi with a

melting temperature 398.15 K and the relative molecular weight Mr = 208.188. Ba-

sic thermophysical properties of the lead-bismuth 44.5Pb-55.5Bi alloy7 are given in

Table 3.5. Analytic expressions for density, dynamic viscosity, thermal conductivity,

and specific heat capacity as a function of temperature are given below.

Density

ρ = 1.105 ·104 −1.249T, (3.55)

where ρ (kg m−3) is the density and T (K) is the temperature [103].

Dynamic Viscosity

µ = ρ
(

68.9−0.126T +6.95 ·10−5T 2
)
·10−8, (3.56)

where µ (Pa·s) is the dynamic viscosity, ρ (kg m−3) is the density, and T (K) is the

temperature [103].

Thermal Conductivity

The thermal conductivity of lead-bismuth eutectic at normal atmospheric pressure is

given as [207],

λ = 9.35+0.01434(T −398)−2.305 ·10−6(T −398)2, (3.57)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature. The

correlation is valid for temperature range: 405 K < T < 1073 K and the uncertainty

is about 10–15%.

Specific Isobaric Heat Capacity

The specific isobaric heat capacity of lead-bismuth eutectic can be found from the

following correlation [207],

cp = 164.8−3.939 ·10−2T +1.249 ·10−5T 2 −4.563 ·105T−2, (3.58)

7Properties of the lead-bismuth alloy depend on its composition. At present most of the researchers fix

this composition at 44.5 wt% Pb + 55.5 wt% Bi, corresponding to 44.3 at% Pb + 55.7 at% Bi.
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where cp (J kg−1 K−1) is the specific isobaric heat capacity and T (K) is the temper-

ature. The uncertainty of the correlation is ±7%.

3.5 OTHER MATERIALS

Wide range of additional materials are essential for the safe and reliable operation of

the reactor core. Structural components within the core, commonly 304 or 316 stain-

less steel, are often the most critical for the core integrity. Materials such as graphite

and various molten salts are important for gas-cooled and molten salt reactors.

3.5.1 AUSTENITIC STAINLESS STEELS

Austenitic stainless steel is one of the classes of stainless steel by crystalline struc-

ture, with the austenite as the primary crystalline structure that prevents steel from

being hardenable by heat treatment and makes them essentially non-magnetic.

Austenitic stainless steel contains chromium to give a high corrosion resistance,

nickel, carbon (which is rather impurity than an alloying element), and many other

elements in solution. Austenitic stainless steels have a good performance on cor-

rosion resistance and radiation resistance, which makes them suitable for nuclear

power applications.

Austenitic Stainless Steel Type 304

The austenitic stainless steel type 304 is characterized by the following composition

(%): 0.08C, 18–20Cr, 8–12Ni, and ≤ 2Mn. The austenitic stainless steel type 304

is general stainless steel with good corrosion resistance and inter-granular corrosion

resistance. Its variant denoted 304L stainless steel has a lower carbon content, mak-

ing it more suitable for being welded. The resistance to the inter-granular corrosion

of 304L stainless steel is better than that of 304 stainless steel. The density of 304

stainless steel is 7960 kg m−3 and its solidus and liquidus phase transition temper-

atures are 1671 K and 1727 K, respectively. The recommended expressions for the

thermophysical properties of 304 stainless steel are as follows [95]:

Specific Heat Capacity

cp =

{
326+0.298T −9.56 ·10−3T 2 for 300 ≤ T ≤ 1558 K

558.228 for 1558 K < T
, (3.59)

where cp (J kg−1 K−1) is the specific heat capacity and T (K) is the temperature.

Thermal Conductivity

λ =





7.58+0.0189T for 300 ≤ T < 1671 K

610.9393−0.3421767T for 1671 ≤ T < 1727 K

20.0 for 1727 K ≤ T

, (3.60)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature.
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Thermal Strain

ε =





1.57 ·10−5T +1.69 ·10−9T 2 for 300 ≤ T < 1671 K

−2.986634 ·10−1 +1.972573 ·10−4T for 1671 ≤ T < 1727 K

0.042 for 1727 K ≤ T

, (3.61)

where ε (mm/mm) is the thermal expansion in terms of thermal strain and T (K) is

the temperature.

Austenitic Stainless Steel Type 316

The austenitic stainless steel type 316 is characterized by the following composition

(%): 0.08C, 16–18Cr, 10–14Ni, ≤ 2Mn, 2–3Mo, ≤ 1Si, < 0.045P, and < 0.03S. 316L

stainless steel is a low-carbon (0.04%C) variant of 316 stainless steel with great

pitting corrosion resistance, inter-granular corrosion resistance, and good chloride

resistance. The density of 316 stainless steel is 7960 kg m−3 and its solidus and

liquidus phase transition temperatures are 1683 K and 1708 K, respectively. The

recommended expressions for the thermophysical properties of 316 stainless steel

are as follows [95]:

Specific Heat Capacity

cp =

{
407.8+0.2111T for 300 ≤ T ≤ 1683 K

760.0 for 1683 K < T
, (3.62)

where cp (J kg−1 K−1) is the specific heat capacity and T (K) is the temperature.

Thermal Conductivity

λ =

{
9.735+0.01434T for 300 ≤ T < 1683 K

10.981+0.003214T for 1683 ≤ T < 2073 K (liquid)
, (3.63)

where λ (W m−1 K−1) is the thermal conductivity and T (K) is the temperature.

Thermal Expansion Coefficient

α = 1.417 ·10−5 +4.381 ·10−9T, (3.64)

where α (K−1) is the mean linear expansion coefficient and T (K) is the temperature.

The expression is valid for the temperature range 293 < T ≤ 1683 K.

3.5.2 GRAPHITE

Graphite is a naturally occurring mineral that is mined in many places worldwide.

Graphite can also be manufactured for use as a moderator or reflector within nu-

clear reactors and is then called an artificial, synthetic, or nuclear graphite. Isotropic

behavior is a very desirable property in nuclear graphite and is achieved in modern

nuclear graphite through the use of cokes with an isotropic structure in the initial

formulation.
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Graphite is a modification of carbon with atomic number Z = 6, relative atomic

mass Ar = 12.011, and theoretical density of 2266 kg m−3. Thermophysical prop-

erties of graphite can greatly differ depending on its production method and owing

to its anisotropic structure. It is therefore difficult to determine an exact value of the

melting point of graphite, which according to early data is about 3700–4000 K, and

according to more recent data exceeds 4530 K [103].

The bulk density of synthetic graphite varies according to the manufacturing pro-

cess and it can be as low as 1600 kg m−3 for the coarse-grain graphite and can ex-

ceed 1850 kg m−3 for the fine-grained isotropic graphite. In general such properties

as strength, stiffness, and thermal conductivity increase with increasing density.

Isobaric specific heat capacity of graphite cp (kJ kg−1 K−1) varies with the tem-

perature T (K) and for 298 ≤ T ≤ 1273 K is given as [103]:

cp = 2.031+7.8645 ·10−5T −4.2671 ·105T−2

+1.3203 ·108T−3 −1.199 ·1010T−4
, (3.65)

for 1273 < T ≤ 3273 K

cp = 1.131+6.62 ·10−4T −9.969 ·10−8T 2, (3.66)

and for 3273 < T ≤ 5000 K

cp = 6.12 ·10−5T 1.3. (3.67)

The uncertainty of the correlation is ±10%.

Thermal conductivity of graphite depends on temperature, fast neutron fluence,

and density. Assuming an isotropic type of graphite, the conductivity can be found

as,

λ = λuλφ
ρ

1700
, (3.68)

where,

λu = λ0

[
1−α (T −100)eδT

]
, (3.69)

λφ =1.0− (0.94−0.604θ){1− exp [−(2.96−1.955θ)φ0]}
−
(
0.043θ −0.008θ 8

)
φ0

. (3.70)

Here φ0 = φ/(1.52 · 1025), φ–fluence in n/m2, θ = T/1000, T –temperature in K,

ρ–graphite density in kg m−3, λ0–graphite thermal conductivity at 373.15 K in

W m−1 K−1, α , δ–non-dimensional empirical constants. The coefficients α , δ ,

and λ0 depend on the type of graphite. For graphite A3-27 with heat treatment at

2073.15 K they are as follows: λ0 = 47.4 W m−1 K−1, α = 9.7556 · 10−4, and

δ = −6.0360 · 10−4. Various models to calculate the thermophysical properties of

graphite are provided in the literature [176].
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TABLE 3.6

Selected Properties of the Coolant Salts

Property LiF–BeF2
a NaF–NaBF4

b LiF–NaF–KF c

Melting point (K) 728 657±1 727

ρ (kg m−3); T (K) 2146.3−0.4884T 2446.3−0.7110T 2579.3−0.6240T

µ (mPa s); T (K) 1.81exp(1912.2/T ) 0.0877exp(2240/T ) 0.0248exp(4477/T )
λ (W m−1 K−1); T (K) 1.1 0.66−2.37 ·10−4T 0.36+5.6 ·10−4T

cp (kJ kg−1 K−1) 2.39 1.506 1.88

a Molar fraction composition 0.66–0.34
b Molar fraction composition 0.08–0.92
c Molar fraction composition 0.465–0.115–0.42

Source: [14]

3.5.3 MOLTEN SALTS

Molten salt is salt which is solid at room temperature and atmospheric pressure but it

melts due to elevated temperature. The fuel of a molten salt reactor (MSR) is based

on the dissolution of the fissile material in an inorganic liquid. The operation temper-

ature of the MSR is between 800 and 1000 K, where the lower limit is determined

by the melting temperature of the salt and the upper one by the corrosion rate of the

structural material.

The fuel in the MSR must fulfill several requirements with respect to its physico-

chemical properties and nowadays is commonly recognized that fluoride and chloride

systems are the best candidates to meet these requirements. Although more data exist

on fluoride salts, there are gaps in physico-chemical properties data for both system.

In general chloride salts melt at somewhat lower temperatures compared to fluorides,

but metal halides of both groups melt well above the room temperature. Even though

boiling points are generally lower for chlorides compared to fluorides, both halides

offer sufficient margin between melting points and boiling points.

The density, viscosity, thermal conductivity, and specific heat for typical coolant

and fuel compositions are given in Tables 3.6 and 3.7.

3.6 GAS GAP

Fuel rod designs provide for a small annular gap between the fuel pellet and the

cladding. During fabrication, the gap is filled with helium, but during irradiation,

gaseous fission products migrate into the gap and mix with the helium. The gas

mixture thermal conductivity, viscosity, density, and specific heat capacity need to

be determined as a function of the mixture composition, pressure, and temperature.

In addition, the swelling and cracking of the pellet tend to close the gap and increase

the surface roughness. For safety evaluations it is necessary to use semi-empirical
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TABLE 3.7

Selected Properties of the Fuel Salts

Property LiF–ThF4
a LiF–BeF2–ThF4

b LiF–NaF–BeF2– NaCl–UCl3–

PuF3
c PuCl3

d

Melting point (K) 841 771 775 873

ρ (kg m−3); T (K) 5543−1.25T 4124.3−0.869T 2759.9−0.573T 3600e

µ (mPa s); T (K) 0.365exp(2735/T ) 0.062exp(4636/T ) 0.100exp(3724/T ) -

λ (W m−1 K−1); T (K) ∼1.5 f 1.5 0.402+0.5 ·10−3/T -

cp (kJ kg−1 K−1) 1.0 1.55 2.15 0.908e

a Molar fraction composition 0.78–0.22
b Molar fraction composition 0.717–0.16–0.123
c Molar fraction composition 0.203–0.571–0.212–0.013
d Molar fraction composition 0.55–0.294–0.156
e Value for T = 963 K.
f Value for T = 1023 K.

Source: [14]

computational models based on the thermal conductance of a gas layer between two

rough surfaces in partial contact [204].

PROBLEMS

PROBLEM 3.1

Compare the thermal conductivity of various zirconium alloys within a temper-

ature range of 550 to 850 K to that of stainless steel type 304, and discuss which

material is more suitable as a cladding material from the point of view of maxi-

mum fuel temperature.

PROBLEM 3.2

Estimate the range of variation of the thermal conductivity of the MOX fuel

assuming that the fuel temperature changes in a range from 750 to 1600 K. In-

vestigate the influence of the porosity on thermal conductivity knowing that the

mean porosity is equal to 8% and it varies within ±1%.

PROBLEM 3.3

Calculate the change of the thermal conductivity of graphite A3-27 when the flu-

ence increases from 1.52 ·1025 to 5.5 ·1025 n/m2. Assume a constant temperature

of the graphite equal to 2073.15 K.
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4 Conservation Equations for
Single­Phase Flow

Power reactors need a coolant to evacuate heat from a core. In light water reactors,

ordinary water under pressure is used as a coolant. In pressurized water reactors,

the coolant is kept at high enough pressure and at a sufficiently low temperature

to prevent phase change. Thus, a coolant flow in the core of a pressurized water

reactor can be treated as a single-phase liquid flow. Similar conditions are kept in

cores of liquid-metal-cooled reactors, in which boiling is not allowed under normal

operating conditions. In gas-cooled reactors single-phase flow regime is prevailing

under all conceivable conditions, and high pressure (such as around 10 MPa in high-

temperature gas-cooled reactors) is kept to improve the gas heat transfer properties.

Even in molten salt cooled reactors, where molten salt material properties vary sig-

nificantly, the boiling point is high enough to ensure a single-phase flow condition in

the core.

In this chapter we formulate generic conservation equations applicable to a

single-phase flow. The equations are first derived in an instantaneous form, for an

arbitrary and non-stationary open system. Next, several special cases are analyzed,

including time-averaged equations, equations for flow in porous media, and equa-

tions for flow in channels.

4.1 PRELIMINARIES

A coolant flow theory belongs to fluid mechanics, which is a branch of mechanics

dealing with the movement of liquid and gaseous media, and their interactions with

surrounding or submerged solids. In its most basic formulation, the purpose of solv-

ing fluid mechanics problems is to find key fluid properties as a function of spatial

location and time. The properties of interest can be divided into kinematic properties,

transport properties and thermodynamic properties, as described below.

4.1.1 KINEMATIC PROPERTIES

Kinematic properties are flow field properties and include such quantities as linear

velocity, defined as,

v(r, t) = v(x,y,z, t) = u(x,y,z, t)ex + v(x,y,z, t)ey +w(x,y,z, t)ez, (4.1)

where x,y,z are Cartesian coordinates, ex, ey, ez are unit vectors of the Cartesian

coordinates, and u(x,y,z, t),v(x,y,z, t),w(x,y,z, t) are Cartesian velocity components

in the x, y, and z directions, respectively. The position vector r is defined as,

r(x,y,z) = xex + yey + zez. (4.2)
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Other kinematic properties, which can be derived from the linear velocity include

linear acceleration,

a(r, t) =
dv

dt
, (4.3)

and vorticity,

ω(r, t) = ∇×v(r, t). (4.4)

In the kinematic description of the theoretical fluid mechanics we investigate

separate fluid particles, filling the volume of the considered region in a continuous

manner (Lagrangian approach), or as a velocity field in a region occupied by a fluid

in motion (Eulerian approach). In the Lagrangian approach, coordinates x,y,z deter-

mine the instantaneous location of the fluid particle, considering them as functions

of the Lagrange variables, that is the time t and certain numbers a,b,c, represent-

ing generalized coordinates of the particle at the initial time instant. In the Eulerian

approach, the flow properties such as, e.g., velocity v(x,y,z), pressure p(x,y,z) or

density ρ(x,y,z), are described at a fixed point in the space given by coordinates

x,y,z or by a position vector r(x,y,z).
One of the important consequences of the two formulations is the existence of

two derivatives with respect to time. The time derivative when keeping constant po-

sition r is defined as,
∂

∂ t
≡
(

∂

∂ t

)

r f ixed

, (4.5)

and the time derivative when following a fixed material particle, called substantive

derivative or material derivative, is defined as,

D

Dt
≡
(

∂

∂ t

)

particle f ixed

. (4.6)

The two derivatives are related by the following relationship,

DΦ

Dt
=

∂Φ

∂ t
+v ·∇Φ, (4.7)

where Φ is some fluid property.

Substituting fluid velocity vector v into Eq. (4.7) yields,

a(r, t)≡ Dv

Dt
=

∂v

∂ t
+v ·∇v, (4.8)

where a(r, t) is the fluid acceleration. The first term on the right-hand side of Eq. (4.8)

represents the local acceleration, whereas the second term describes the convective

part of the acceleration. For stationary flows the first term is equal to zero and the

fluid acceleration is,

a(r)≡ Dv

Dt
= v ·∇v. (4.9)

As can be seen, the fluid acceleration for stationary flows, expressed with the total

derivative in Eq. (4.9), is equal to zero only in case when the dot product v ·∇v is

equal to zero.
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4.1.2 TRANSPORT PROPERTIES

Dynamic viscosity µ , or just viscosity, belongs to the most important transport

properties in fluid dynamics. In conservation equations describing a fluid motion,

viscosity µ is often divided by the density of the fluid ρ . Thus, it is convenient to

introduce another quantity called the kinematic viscosity ν , defined as,

ν =
µ

ρ
. (4.10)

Fluid viscosity varies over many orders of magnitudes with varying pressure and

temperature conditions. Selected viscosity data for main coolant materials are pro-

vided in §3.

If a fluid is present between two parallel plates separated by a distance d and

one of the plates is set in motion with constant velocity U , momentum is transported

between the plates through the fluid by a viscous process. To maintain the process at

a steady state, the following force must be applied to the plate in motion,

F = µ
U

d
A, (4.11)

where A is the plate area. The validity of this empirical relationship has been con-

firmed for laminar flow of all gases and liquids with a molecular weight of less than

5000. Due to this universality, Eq. (4.11) is expressed in terms of a local shear stress

τyx and a local velocity gradient du
dy

as follows,1

τyx = µ
du

dy
. (4.12)

This equation is sometimes called Newton’s law of viscosity and all fluids that can be

described by the equation are referred to as Newtonian fluids. The shear stress tensor

for fluids can be in general described with the following function,

τττ = φ (v,∇v,D) , (4.13)

where D is the deformation tensor (also called the rate-of-strain tensor),

D =
1

2




2
∂u

∂x

(
∂u

∂y
+

∂v

∂x

) (
∂u

∂ z
+

∂w

∂x

)

(
∂v

∂x
+

∂u

∂y

)
2

∂v

∂y

(
∂v

∂ z
+

∂w

∂y

)

(
∂w

∂x
+

∂u

∂ z

) (
∂w

∂y
+

∂v

∂ z

)
2

∂w

∂ z




, (4.14)

1By convention, the first subscript in the shear stress indicates the surface on which the stress acts

(here constant y-plane) and the second subscript denotes the direction of the stress (here x-direction).

Some authors use a minus sign in the equation in analogy to transport of heat; however, we adopt here a

convention that is more common in the fluid dynamics literature.
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and ∇v is the velocity gradient tensor given as follows,

∇v =




∂u

∂x

∂v

∂x

∂w

∂x

∂u

∂y

∂v

∂y

∂w

∂y

∂u

∂ z

∂v

∂ z

∂w

∂ z




. (4.15)

It can be shown that

∇v = D+S, (4.16)

where S is the anti-symmetric vorticity tensor,

S =
1

2




0 −
(

∂v

∂x
− ∂u

∂y

) (
∂u

∂ z
− ∂w

∂x

)

(
∂v

∂x
− ∂u

∂y

)
0 −

(
∂w

∂y
− ∂v

∂ z

)

−
(

∂u

∂ z
− ∂w

∂x

) (
∂w

∂y
− ∂v

∂ z

)
0




. (4.17)

For constant-density Newtonian fluids, the local shear stress is entirely due to the

local deformation tensor and the shear stress tensor is well-approximated with the

following equation:

τττ = 2µD = µ
[
∇v+(∇v)T

]
. (4.18)

For variable-density fluids, this expression is generalized as proposed by Stokes,

τττ = µ
[
∇v+(∇v)T

]
+

(
µ ′− 2

3
µ

)
(∇ ·v)I, (4.19)

where µ ′ is called the bulk coefficient of viscosity or dilatational viscosity. As can be

easily noticed, for constant-density flows ∇ ·v = 0 and the second term on the right-

hand side of Eq. (4.19) is zero. Thus, Eqs. (4.18) and (4.19) take the same form.

The shear stress tensor τττ consists of the tangential and viscous shear stresses. In

addition, the fluid pressure p, which is compressive, acts in the opposite direction to

that of the convention, and needs to be added to the shear stress tensor to give the

total stress tensor as follows,2

T =−pI+ τττ . (4.20)

Here −pI represents the isotropic pressure stress and τττ is the anisotropic viscous

stress.

Defining the mean pressure as p =− 1
3
(I : T) we obtain,

p− p = µ ′(∇ ·v). (4.21)

2Also known as the complete stress tensor.
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This equation shows that p = p when either µ ′ = 0 or ∇ ·v = 0. The former is valid

only for monoatomic gases, whereas the latter for constant-density flows.

In fluid dynamics the pressure p is postulated to be equivalent to the thermo-

dynamic pressure. An immediate consequence of this assumption is that pressure p

should depend only on the local instantaneous values of the mass density ρ and the

specific thermal energy u and not on ∇ ·v.

The consequence of p 6= p can be seen when we multiply both sides of Eq. (4.21)

by ∇ ·v:

−p∇ ·v =−p∇ ·v+µ ′ (∇ ·v)2 . (4.22)

Here the term µ ′ (∇ ·v)2 > 0 represents the dissipation of energy (in W m−3) and

−p∇ · v is the reversible contribution to the work done by the isotropic part of the

stress tensor. When ∇ · v is not very large, it is acceptable to assume µ ′ = 0 for all

fluids, even though it might not be strictly true. Then the pressure is the negative of

the mean of the three normal stresses [230].

According to the Stokes hypothesis the assumption of µ ′ = 0 is adopted for fluid

flows with ∇ ·v 6= 0 and the shear stress tensor becomes,

τττ = µ

[
∇v+(∇v)T − 2

3
(∇ ·v)I

]
= µ

[
2D− 2

3
(∇ ·v)I

]
. (4.23)

Thermal conductivity λ plays a similar role in energy transport as viscosity in a

momentum transport. The important difference is that, unlike viscosity, the thermal

conductivity is a transport property of both fluids and solids.

Similarly as in the derivation of Eq. (4.11), we can consider a stagnant fluid or

a solid between two parallel plates with area A, which are separated by a distance

d. The plates are maintained at constant and uniform temperatures T1 and T2. When

a steady-state condition is attained, a constant rate of a heat flow will exist between

the plates, given as,

q1→2 = λ
T1 −T2

d
A =−λ

T2 −T1

d
A, (4.24)

where q1→2 is the heat flowing from plate 1 to 2 per unit time and λ is the thermal

conductivity of the substance between the plates. We can note that q1→2 is positive

when T1 > T2. Dividing both sides of Eq. (4.24) by area A and expressing the equation

in terms of a local temperature gradient ∇T , the following Fourier’s law of heat

conduction is obtained,

q′′ =−λ∇T, (4.25)

where q′′ is a heat flow rate per unit time and unit area called a heat flux vector.

Thermal conductivity belongs to the most important properties characterizing

materials used in nuclear reactor cores. It can vary over five orders of magnitude

from about 10−2 W m−1 K−1 for gases to about 103 W m−1 K−1 for pure metals.

Selected thermal conductivity data for the main coolant, construction materials, and

fuel materials are provided in §3.
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4.1.3 THERMODYNAMIC PROPERTIES

Materials used in nuclear reactor cores are exposed to significant heat generation and

transport, and, as a result, to spatial and temporal temperature variations. The state

of these materials can be described by their characteristic features called thermody-

namic properties, which can be divided into intensive properties, such as pressure

and temperature, and extensive properties, such as mass, enthalpy, thermal energy,

heat capacity, and entropy. Mass, when divided by a volume, becomes an intensive

property called density. All other extensive properties can be turned into intensive

properties when expressed on a per-mass basis, and are then referred to as specific

properties. Selected thermodynamic property data for the main coolant, construction

materials, and fuel materials are provided in §3.

The internal energy is defined in thermodynamics as the sum of all microscopic

energies such as the motion energy of molecules and the potential energy of parti-

cles in various bindings, such as nucleon bindings in nucleons, electron bindings in

atoms, atom bindings in molecules, and bindings between molecules. The part of in-

ternal energy resulting from the relative motion of particles in a macroscopic system

is called the thermal energy. Thus,

EI = U +binding energies+ · · · , (4.26)

where EI is the internal energy and U is the thermal energy. When the binding

energy is not changed during a certain thermodynamic process, the change of the

internal energy during that process is equal to the change of the thermal energy:

∆EI = ∆U . Similarly, for specific values of the internal energy eI and the thermal

energy u we have ∆eI =∆u. Thus, in the analysis of thermodynamic processes, where

only differences between different states are of interest, we can consider the thermal

energy changes to describe the process.

In the energy conservation equation the combined energy flux vector on an arbi-

trary differential surface dS is,

e′′ = q′′+

(
1

2
ρv2 +ρu

)
v−T ·v, (4.27)

where v is the velocity with which the energy is transported by convection across the

area dS, v= ‖v‖, q′′ is the molecular heat flux vector on that area, given by Eq. (4.25),

and T is the total stress tensor. Using Eq. (4.20) we have −T ·v= pv−τττ ·v. The term

pv can then be combined with the internal energy term ρuv to give an enthalpy term

ρuv+ pv = ρ(u+ p/ρ)v = ρ iv, where i = u+ p/ρ is the specific enthalpy. Thus,

the combined energy flux vector becomes,

e′′ = q′′+

(
1

2
ρv2 +ρ i

)
v− τττ ·v. (4.28)

For a surface element dS of orientation n, the quantity (n ·e′′)dS gives the convective

energy, heat, and work passing across the surface element from its negative to its

positive side.
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We make use of the standard equilibrium thermodynamics formulas when ex-

pressing relationships between the internal energy, enthalpy, pressure, and tempera-

ture. For example, to evaluate the specific enthalpy in Eq. (4.28), we have,

di=

(
∂ i

∂T

)

p

dT +

(
∂ i

∂ p

)

T

dp = cpdT +

[
υ −T

(
∂υ

∂T

)

p

]
dp. (4.29)

For an ideal gas the term in the square brackets is zero and we have di = cpdT . For

fluids with a constant specific volume (and thus with a constant density) the term in

the square bracket is υ , which gives di= cpdT +υdp.

4.2 INSTANTANEOUS CONSERVATION EQUATIONS

The instantaneous conservation equations are describing fundamental conservation

principles for mass, momentum, and energy, at any given point in time. Using the

concept of continuum mechanics, the equations of fluid motion can be expressed in

terms of differentiable functions well defined at any point in space. Thanks to this,

computational fluid mechanics can leverage on a wide range of useful and powerful

mathematical tools [8]. The most useful tools are provided in Appendix B.

Conservation principles play a fundamental role in fluid mechanics. They lead

to a system of governing equations, which after solution provide the required flow

properties, such as velocity, pressure or fluid temperature. The most important con-

served quantities in fluid mechanics include mass, linear and angular momentum,

and total energy.

There are several different approaches which are used to derive the conservation

equations. In all cases, however, the concept of a control volume is used. A control

volume is an arbitrary volume in space through which fluid flows. The control vol-

ume is surrounded by a control surface, which can be either real (that is a solid wall)

or imaginary. The control surface may be at rest or in motion. The control volume

can be infinitesimally small or it can be big enough to contain a whole component

(e.g. a steam separator) or a system (e.g. primary circuit of a nuclear reactor).

The concept of the material control volume surrounded by a material surface is

particularly useful in fluid mechanics. The material volume is an arbitrary volume

in space that contains the same fluid particles. This means that the volume deforms

and follows particles as they move in space. As a result there is no mass exchange

between the material volume and the surrounding. However, the fluid contained in

the material volume exchanges momentum and energy with surroundings through

diffusion, radiation or gravity field. Using the material volume concept and applying

several integral theorems it is possible to derive local conservation equations valid

at any point in space containing fluid. This process is elucidated in the following

subsections.
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4.2.1 THE MASS CONSERVATION

Conservation of mass, m, contained in a time-dependent material volume, Vm(t), can

be written as,
Dm

Dt
= 0. (4.30)

This equation expresses the fact that in frames of classical mechanics, the mass can-

not be created nor destroyed. The material derivative is used since mass m is con-

tained in a material volume, which follows distinct fluid particles. Assuming that the

mass density in volume Vm(t) is ρ , Eq. (4.30) becomes,

D

Dt

(∫∫∫

Vm(t)
ρdV

)
= 0. (4.31)

Using Reynolds’ transport theorem, the mass conservation equation in the integral

form can be written as,

∫∫∫

Vm(t)

∂ρ

∂ t
dV +

∫∫

Sm(t)
ρv ·ndS = 0. (4.32)

Here Sm(t) is the surface of Vm(t) and n is a unit vector, normal to surface Sm(t),
pointing outwards from volume Vm(t). Equation (4.32) can be further transformed

by applying the divergence theorem to the surface integral,

∫∫∫

Vm(t)

[
∂ρ

∂ t
+∇ · (ρv)

]
dV = 0. (4.33)

Since the above equation has to be satisfied for any material volume Vm(t), the term

under the integral symbol must be equal to zero. This leads to the following mass

conservation equation in the differential form,

∂ρ

∂ t
+∇ · (ρv) = 0. (4.34)

4.2.2 THE LINEAR MOMENTUM CONSERVATION

The linear momentum conservation for a material volume Vm(t) is given by Newton’s

second law of motion,
Dp

Dt
= F, (4.35)

where p is the total momentum of the fluid contained in the volume and F is the sum

of all forces acting on the fluid in the volume.

The linear momentum of a differential fluid element with mass dm, volume dV ,

and velocity v is dp = dmv = vρdV . The total linear momentum of fluid in volume

Vm(t) is thus,

p =
∫∫∫

Vm(t)
ρvdV, (4.36)
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where ρ is the fluid mass density. Substituting Eq. (4.36) into the right-hand side of

Eq. (4.35) and applying Reynolds’ transport theorem yields,

D

Dt

(∫∫∫

Vm(t)
ρvdV

)
=
∫∫∫

Vm(t)

∂ (ρv)

∂ t
dV +

∫∫

Sm(t)
vρ(v ·n)dS. (4.37)

The total force F on the right-hand side of Eq. (4.35) can be partitioned into two

components: a force FS acting on the fluid through surface Sm(t) and a body force

FB acting on the fluid in the whole volume Vm(t).
The surface force FS results from the normal and tangential stresses applied to

surface Sm(t) and can be obtained as,

FS =
∫∫

Sm(t)
n ·TdS, (4.38)

where T is the total stress tensor, containing both the viscous stresses and the normal

stresses resulting from the pressure. The body force FB can be obtained as,

FB =
∫∫∫

Vm(t)
ρbdV, (4.39)

where b is a force per unit mass. This force can result from gravity or an electromag-

netic field. If only gravity is present, b = g, where g is a vector of the gravitational

acceleration.

Substituting Eqs. (4.37)–(4.39) into (4.35) leads to the following linear momen-

tum conservation equation in the integral form,

∫∫∫

Vm(t)

∂ (ρv)

∂ t
dV+

∫∫

Sm(t)
ρv(v ·n)dS =

∫∫

Sm(t)
n ·TdS+

∫∫∫

Vm(t)
ρgdV.

(4.40)

This equation can be turned into an integral equation over volume Vm(t) by applying

the divergence theorem to the surface integrals,

∫∫∫

Vm(t)

[
∂ (ρv)

∂ t
+∇ · (ρvv)−∇ ·T−ρg

]
dV = 0. (4.41)

The above equation can be satisfied for an arbitrary volume Vm(t) only if the inte-

grand is equal to zero, thus, the following linear momentum conservation equation

in the differential form is obtained,

∂ (ρv)

∂ t
+∇ · (ρvv) = ∇ ·T+ρg. (4.42)

As can be seen, the linear momentum conservation equation contains terms which

all are vectors. In three-dimensional space the equation can be represented as three

scalar equations, each expressing the linear momentum conservation principle along

one spacial direction.
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4.2.3 THE TOTAL ENERGY CONSERVATION

The principle of total energy conservation is using the first law of thermodynamics,

which states that the increase of the total energy ET in the material volume is equal to

the amount of heat Q added to the volume, minus the amount of energy loss as a result

of work W done by the volume against its surroundings. Just as in conservation of

mass and momentum, the energy equation is written as a time rate of change, thus,3

DET

Dt
=

d̄Q

dt
− d̄W

dt
. (4.43)

Here, by a convention adopted in thermodynamics, work done by the system is as-

sumed to be positive.

The total energy ET consists of three components: the internal energy EI ,

EI =
∫∫∫

Vm(t)
ρeIdV, (4.44)

the kinetic energy EK ,

EK =
1

2

∫∫∫

Vm(t)
ρv ·vdV, (4.45)

the potential energy EP,

EP =−
∫∫∫

Vm(t)
ρb · rdV, (4.46)

where eI in Eq. (4.44) is the internal energy per unit mass and r and b in Eq. (4.46)

is the displacement vector of a fluid particle and the total body force consisting of

gravity and other fields acting on the particle, respectively. The minus sign in the

above expression for the potential energy results from the fact that if g · r < 0, the

particle is displaced against gravity and its potential energy increases.

It is assumed that the time rate of heat Q added to the volume consists of two

terms: a surface term given as,

d̄QS

dt
=−

∫∫

Sm(t)
q′′ ·ndS, (4.47)

and a bulk (volume) term, given as,

d̄QB

dt
=
∫∫∫

Vm(t)
q′′′dV, (4.48)

where q′′ is the heat flux vector and q′′′ is the heat source per unit volume and unit

time.

The net rate of work done by the material volume against the surroundings is due

to the total stresses T on the surface, which during unit time is displaced by v, thus,

d̄W

dt
=−

∫∫

Sm(t)
(T ·v) ·ndS. (4.49)

3We use the inexact differential, d̄, since heat and work are path-dependent quantities.
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Substituting Eqs. (4.44)–(4.49) into (4.43) yields the following total energy conser-

vation equation in the integral form,

D

Dt

[∫∫∫

Vm(t)
ρ

(
eI +

1

2
v ·v−g · r

)
dV

]
=

−
∫∫

Sm(t)
q′′ ·ndS+

∫∫∫

Vm(t)
q′′′dV +

∫∫

Sm(t)
(T ·v) ·ndS.

(4.50)

Using Reynolds’ transport theorem and performing some additional rearrangements,

the following total energy conservation equation in the integral form is obtained,

∫∫∫

Vm(t)

∂
[
ρ
(
eI +

1
2
v ·v
)]

∂ t
dV =

−
∫∫

Sm(t)

[
ρ

(
eI +

1

2
v ·v
)

v+q′′−T ·v
]
·ndS

+
∫∫∫

Vm(t)
ρ

(
b ·v+ q′′′

ρ

)
dV

. (4.51)

Applying the divergence theorem we obtain an integral over the material volume

which can be equal to zero only when the integrand is zero. This leads to the follow-

ing total energy conservation equation in the differential form:

∂
[
ρ
(
eI +

1
2
v ·v
)]

∂ t
+∇ ·

[
ρ

(
eI +

1

2
v ·v
)

v

]
=

−∇ ·q′′+∇ · (T ·v)+ρ (v ·b)+q′′′
. (4.52)

As can be seen, the derivation of the instantaneous conservation equations of mass,

linear momentum, and total energy follows a similar chain of mathematical opera-

tions. Starting from fundamental conservation principles, the equations are expressed

in various forms, including the integral form over a material volume Vm(t), and the

partial differential form, valid at an arbitrary point in space and time. We could also

derive various useful special forms of equations valid for typical situations, such as

a stationary fixed control volume or a moving control volume. Finally, we could per-

form time and space averaging of the equations to make them suitable for numerical

calculations. Since all these operations present the above-mentioned similarities, we

will first introduce a generic conservation equation as a model equation for all these

derivations.

4.3 THE GENERIC CONSERVATION EQUATION

Conservation equations of mass, linear momentum and total energy constitute the

basis for fluid mechanics and heat transfer. Usually the equations are derived and

analyzed separately, since they concern quantities that have quite distinct physical

interpretations. However, as already mentioned in the previous section, the equations

have many common aspects that can be treated in a generic way.
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Let Ψ be any extensive property contained in an open system with mass, m, and

time-dependent volume, V (t), bounded by a time-dependent surface, S(t), shown in

Fig. 4.1, for which,

m =
∫∫∫

V (t)
ρdV, (4.53)

where ρ is a local mass density in the volume V (t). The conservation law for Ψ

contained in any open system (that is a system which is exchanging mass with the

surroundings) can be formulated as follows,

x

z

y

V S

nv

dS

Figure 4.1 A macroscopic volume, V , bounded by a surface, S. The fluid flows

with a velocity, v, through a surface area element, dS, which has an outward normal

vector, n.

dΨ

dt
= Γ, (4.54)

where Γ represents all sources and sinks per unit time of the property Ψ in the system

under consideration. We do not use here the material derivative since Ψ is contained

in an arbitrary moving volume V (t), which is not necessarily a material volume.

Since Ψ is an extensive property, it can be represented in an integral form as follows,

Ψ =
∫∫∫

V (t)
ρψdV, (4.55)

where ψ is property Ψ per unit mass. The source term Γ can be partitioned into two

parts,

Γ = Γv +Γs, (4.56)
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where Γv results from volumetric sources distributed in volume V (t) and Γs results

from sources distributed over surface S(t). Thus,

Γv =
∫∫∫

V (t)
ρφdV, (4.57)

where φ is a source or sink of Ψ per unit mass and unit time. The surface source Γs,

in turn, can result from convection and diffusion of the property Ψ through surface

S. Thus,

Γs = Γsc +Γsd , (4.58)

where the convective part is given as,

Γsc =−
∫∫

S(t)
ρψ(v ·n)dS, (4.59)

and the diffusive part is given as,

Γsd =−
∫∫

S(t)
n ·JdS. (4.60)

Here n is a unit vector normal to the surface, S(t), and pointing outward from the

volume, V (t), v is the fluid velocity vector, and J is a diffusive flux of Ψ per unit

area and unit time. The minus signs in Eqs. (4.59) and (4.60) are used since the

positive surface sources are assumed when the property Ψ is convected into volume

V (t), that is in the direction of vector −n. Using terms given by Eqs. (4.55)–(4.60),

the conservation equation for the property Ψ in an open system with volume V (t)
bounded by surface S(t) can be written as follows,

d

dt

(∫∫∫

V (t)
ρψdV

)
=−

∫∫

S(t)
[ρψ(v ·n)+n ·J]dS+

∫∫∫

V (t)
ρφdV. (4.61)

This equation is valid for any additive (extensive) property Ψ, which in general can

be either a scalar (for mass and total energy conservation) or a vector (for linear and

angular momentum conservation). Since the surface flux term, J is dot-multiplied

with the unit vector n, its tensor rank must be higher by 1 compared to the tensor

rank of Ψ.

The term on the left-hand side of Eq. (4.61) represents a time change of property

Ψ due to its changes inside the volume V (t) and due to changes of the volume. Since

the volume V (t) is a function of time, the differentiation operator d/dt cannot be

moved under the integral symbol.

The right-hand side of Eq. (4.61) describes sources and sinks of property Ψ due

to convection and diffusion through the surface S(t), and the volumetric sources, φ .

The diffusive flux of mass is equal to zero, J = 0, since net mass is not trans-

ported through a diffusive process in a single species. However, this type of process

plays an important role in the transport of momentum and energy. The momentum

is transported by the total stress in flowing fluids, T. When operating on a surface,
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TABLE 4.1

Definitions of Terms in the Generic Conservation Equation (4.61)

Conserved Quantity ψ J φ

Mass 1 0 0

Linear momentum v −T b

Angular momentum r×v −(r×T)T r×b

Total energy eI +
1
2

v2 q′′−T ·v b ·v+ 1
ρ q′′′

Entropy s 1
T

q′′ 1
ρ ∆s

the total stress tensor produces traction T ·n. Thus, for the momentum equation, we

have J =−T.

In a similar manner we obtain the terms ψ , J, and φ for the remaining conser-

vation equations, such as the angular momentum conservation and entropy conser-

vation, as summarized in Table 4.1. The vector r in Table 4.1 describes the position

of a point in the system with respect to a selected origin of the coordinate system.

The form of diffusion vector, J, for the angular momentum equation, contains the

assumption that the shear stress tensor, τττ , is symmetric, as for Newtonian fluids. A

symbol ()T denotes a transpose of a tensor. In the total energy conservation equation,

eI is the internal specific energy, q′′ is the heat flux vector and q′′′ is the volumetric

heat source. In the entropy conservation equation, s is the specific entropy, T is the

absolute temperature and ∆s is the local entropy source per unit volume and time.

Several special cases of the generic conservation equation (4.61) can be consid-

ered. For many engineering applications, a stationary and a moving volume can be

considered. For local flow predictions, the material volume and the differential for-

mulation are convenient. All these special formulations Eq. (4.61) are presented in

the following sub-sections.

4.3.1 A STATIONARY CONTROL VOLUME

For stationary control volume, when both the volume, V , and the surface, S, are time-

independent, the integral conservation equation given by Eq. (4.61) is as follows,

d

dt

(∫∫∫

V
ρψdV

)
=−

∫∫

S
[ρψ(v ·n)+n ·J]dS+

∫∫∫

V
ρφdV. (4.62)

Since now V = const, the differentiation on the left-hand-side can be moved through

the integral operator and the following generic conservation equation in the integral

form for a stationary control volume is obtained,

∫∫∫

V

∂ (ρψ)

∂ t
dV =−

∫∫

S
[ρψ(v ·n)+n ·J]dS+

∫∫∫

V
ρφdV. (4.63)

Partial differentiation is introduced in Eq. (4.63) since the product ρψ is in general

a function of time and coordinates.
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4.3.2 A MOVING CONTROL VOLUME

When the control volume is moving, it is necessary to describe the nature of the

movement, that is, to specify the velocity (for inertial systems) and the acceleration

(for non-inertial systems) of the control volume in some reference inertial coordinate

system.

For a control volume moving with a constant velocity along a straight line

Eq. (4.61) is valid, however, it should be remembered that all velocities and time

derivatives are specified relative to the control volume.

Applying Leibniz’s rule to the left-hand-side of Eq. (4.61) yields,

∫∫∫

V (t)

∂ (ρψ)

∂ t
dV +

∫∫

S(t)
ρψvs ·ndS =

−
∫∫

S(t)
[ρψ(v ·n)+n ·J]dS+

∫∫∫

V (t)
ρφdV

. (4.64)

The equation can now be written as the following generic conservation equation in

the integral form for a moving control volume,

∫∫∫

V (t)

∂ (ρψ)

∂ t
dV =−

∫∫

S(t)
[ρψ(vr ·n)+n ·J]dS+

∫∫∫

V (t)
ρφdV. (4.65)

where vr = v− vs is the relative velocity of fluid at the surface S(t) and vs is the

surface velocity.

4.3.3 THE MATERIAL VOLUME

As already mentioned in §4.2, a volume that contains the same fluid particles in all

time instants is called a material volume. The material volume can alter its shape,

move in space, and deform. The closed surface that surrounds the material volume is

called a material surface. Assuming that the volume, V (t), and the surface, S(t), in

Eq. (4.61) are the material volume and the material surface, respectively, the generic

conservation equation is as follows,

D

Dt

(∫∫∫

Vm(t)
ρψdV

)
=−

∫∫

Sm(t)
n ·JdS+

∫∫∫

Vm(t)
ρφdV, (4.66)

where notations Vm(t) and Sm(t) are used to indicate that integration is over time-

dependent material volume and material surface. To indicate that the time derivative

on the left-hand side of the equation concerns the material volume, the material

derivative, D/Dt, is used. It should be noted that for a material surface, there is no

convective component in the surface source term on the right-hand-side of Eq. (4.66),

since the relative velocity between the fluid and the surface is equal to zero.

Applying Reynolds’ transport theorem, Eq. (4.66) can be written as,

∫∫∫

Vm(t)

∂ (ρψ)

∂ t
dV +

∫∫

Sm(t)
ρψ(v ·n)dS

=−
∫∫

Sm(t)
n ·JdS+

∫∫∫

Vm(t)
ρφdV

. (4.67)
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After rearrangements, the following generic conservation equation in the integral

form for material volume is obtained,

∫∫∫

Vm(t)

∂ (ρψ)

∂ t
dV =

−
∫∫

Sm(t)
[ρψ(v ·n)+n ·J]dS+

∫∫∫

Vm(t)
ρφdV

. (4.68)

This integral conservation equation is useful for cases when the material boundaries

of a system, which in general are part of the solution, are determined. In particular,

the equation can be used to derive a local differential form of a generic conservation

equation, as shown in the next subsection.

4.3.4 THE LOCAL DIFFERENTIAL FORMULATION

The surface integrals in Eq. (4.68) can be replaced with the volume integrals using

the Gauss integral theorem and the following equation is obtained,

∫∫∫

Vm(t)

∂ (ρψ)

∂ t
dV +

∫∫∫

Vm(t)
∇ · (ρψv+J)dV −

∫∫∫

Vm(t)
ρφdV = 0. (4.69)

Since all integrals in Eq. (4.69) are over the same arbitrary volume, they can be

combined as a single integral, which can be zero only when the expression under the

integral operator is zero. Thus, the following generic conservation equation in the

differential form is obtained,

∂ (ρψ)

∂ t
+∇ · (ρψv+J)−ρφ = 0. (4.70)

BOX 4.1 DIFFERENTIAL CONSERVATION EQUATIONS

Substituting variables from Table 4.1 into Eq. (4.70), the following dif-

ferential equations for conservation of mass, linear momentum, and total

energy are obtained:
∂ρ

∂ t
+∇ · (ρv) = 0, (4.71)

∂ (ρv)

∂ t
+∇ · (ρvv) =−∇p+∇ · τττ +ρb, (4.72)

∂ (ρeIK)

∂ t
+∇ · (ρeIKv) =−∇ ·q′′−∇p ·v+∇ · τττ ·v

+ρv ·b+q′′′
, (4.73)

where eIK ≡ eI +
1
2
v2.
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4.4 THE TIME­AVERAGED CONSTANT­PROPERTY EQUATION

Due to the presence of turbulence, a required computational effort to resolve all flow

details, including the smallest eddies, would be prohibitively high. A remedy is to

express the conservation equations in terms of the time-averaged variables. This is a

very useful approach, since in many applications detailed solutions of instantaneous

conservation equations in time and space are not needed. Instead time or space av-

eraged values of main flow parameters can be used. In such situations significant

savings of the computational time are possible when solving averaged conservation

equations.

Both time and space averaging of the conservation equations can be performed.

In this section we discuss the Reynolds averaged equations, which are useful time-

averaged conservation equations in studying flows of fluids with constant properties.

For flows of fluids with variable properties, other averaging techniques should be

used, as discussed in §4.5. The space averaging methods, including averaging of

flows in porous media, are presented in §4.6.

4.4.1 REYNOLDS AVERAGING RULES

The Reynolds averaging is primarily used to derive time-averaged equations of mo-

tion to describe turbulent flows. According to an idea first proposed by Osborne

Reynolds, the instantaneous quantities can be decomposed into their time-averaged

and fluctuating components. This technique referred to as the Reynolds decomposi-

tion, is the basic tool required for the derivation of averaged balance equations from

their instantaneous formulations.

If f is any instantaneous and local flow variable, its time average at location r is

given as:

f (r, t)≡ 1

∆t

∫ t

t−∆t
f (r,τ)dτ, (4.74)

where the integral is taken over a sufficiently long time interval ∆t so that the average

is not influenced by its length. A difference between the instantaneous and the time-

average value is called a fluctuation of the flow variable:

f ′ (r, t) = f (r, t)− f (r, t) . (4.75)

Substituting Eq. (4.75) into Eq. (4.74) shows that a time average of the fluctuation is

equal to zero. Dropping arguments of function f , we get:

f ′ =
1

∆t

∫ t

t−∆t

(
f − f

)
dτ = f − f = 0. (4.76)

Similarly, for two independent variables f and g, the following relationships can be

derived:

f = f , f +g = f +g, f ·g = f ·g,
∫

f dξ =
∫

f dξ , ∂ξ f = ∂ξ f . (4.77)
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The time average of a product of two variables is given as:

f ·g = ( f + f ′) · (g+g′) = f g+ f g′+g f ′+ f ′g′ = f g+ f ′g′. (4.78)

This important result indicates that a time average of a product of two fluctuating

quantities is equal to a sum of a product of averages f g and a time average of a

product of the fluctuations f ′g′. The latter term is a measure of correlation between

fluctuations. The quantities f ′ and g′ are said to be correlated if f ′g′ 6= 0. For tur-

bulent flows the flow variables are correlated and, as a result, the mean value of the

product is different from the product of the mean values, f ·g 6= f ·g.

4.4.2 THE REYNOLDS­AVERAGED EQUATION

The Reynolds decomposition approach can be applied to the generic instantaneous

differential conservation equation (4.70). Performing time averaging and using the

averaging rules presented in the previous section yields,

∂
[
ρ
(
ψ +ψ ′)]

∂ t
+∇ ·

[
ρ(ψ +ψ ′)(v+v′)+J

]
−ρφ = 0. (4.79)

Assuming constant density and knowing that ψ ′ = 0 and v′ = 0 we get the following

Reynolds averaged generic conservation equation in the differential form:

∂ψ

∂ t
+∇ ·

(
ψ v+ψ ′v′+

1

ρ
J

)
−φ = 0. (4.80)

BOX 4.2 REYNOLDS AVERAGED CONSERVATION EQUATIONS IN

THE DIFFERENTIAL FORM

Substituting variables from Table 4.1 into Eq. (4.80), the following

Reynolds averaged differential equations for conservation of mass, linear

momentum, and total energy are obtained:

∇ ·v = 0, (4.81)

∂v

∂ t
+∇ · (v v) =− 1

ρ
∇p−∇ ·

(
v′v′
)
+

1

ρ
∇ · τττ +b, (4.82)

ρ

[
∂eIK

∂ t
+∇ · (eIK v)

]
=−∇ ·q′′−ρ∇ · e′IKv′−∇p ·v+∇ · τττ ·v

+ρv ·b+q′′′
, (4.83)

where eIK ≡ eI +
1
2
v2.



Conservation Equations for Single­Phase Flow 93

To close the system of equations, the time average of products of variables in

Eqs. (4.82) and (4.83) have to be expressed in terms of the averaged variables, as

discussed in §4.7.

Reynolds averaging of the generic integral conservation equation (4.63) yields

the following Reynolds averaged generic conservation equation in the integral form:

∫∫∫

V

∂ψ

∂ t
dV =−

∫∫

S

[
ψ (v ·n)+ψ ′(v′ ·n)+ 1

ρ
n ·J

]
dS+

∫∫∫

V
φdV. (4.84)

As can be seen, the Reynolds average equation contains an additional flux term ψ ′v′

on the surface S. This flux term results from a non-zero correlation of ψ ′ and v′ on

the surface S.

BOX 4.3 REYNOLDS AVERAGE CONSERVATION EQUATIONS IN

THE INTEGRAL FORM

Substituting variables from Table 4.1 into Eq. (4.84), the following

Reynolds average integral equations for conservation of mass, linear mo-

mentum, and total energy are obtained:

∫∫

S
v ·ndS = 0, (4.85)

∫∫∫

V

∂v

∂ t
dV =−

∫∫

S
v(v ·n)dS−

∫∫

S
v′(v′ ·n)dS

− 1

ρ

∫∫

S
pndS+

1

ρ

∫∫

S
n · τττdS+

∫∫∫

V
bdV

, (4.86)

ρ

∫∫∫

V

∂eIK

∂ t
dV =−ρ

∫∫

S
eIK v ·ndS−ρ

∫∫

S
e′IKv′ ·ndS

−
∫∫

S
q′′ ·ndS−

∫∫

S
pv ·ndS+

∫∫

S
n · τττ ·vdS

+ρ

∫∫∫

V
v ·bdV +

∫∫∫

V
q′′′dV

, (4.87)

where eIK ≡ eI +
1
2
v2.

4.5 THE TIME­AVERAGED VARIABLE­PROPERTY EQUATION

Variable-property flows are very common in nuclear applications. In LWRs the water

coolant entering the core has a lower temperature than at the core exit by 10 to
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40 K. Even though water coolant can be treated as an incompressible fluid, its density

variation due to the temperature change can be quite significant. Even more severe

property variations can be experienced in SCWRs, since no boiling is present in the

core, and the coolant temperature can increase several hundred kelvins once passing

through the core. Similar conditions are present in other non-boiling reactors, such

as liquid-metal or gas-cooled reactors. In all these applications the assumption of

constant density of coolant will not be valid and the Reynolds averaging approach

appears to be questionable. A better choice is then a density-weighted averaging, as

discussed in the present section.

4.5.1 FAVRE AVERAGING RULES

When fluid density is not constant, time averaging of the product of the density and

any other flow variable would give rise to an additional term, representing a time

average of a product of fluctuations of the density and the variable (see Eq. (4.78)).

For such conditions, an averaged mass conservation equation would contain a source

term and no stream function of the mean flow could be formed. To remove this ob-

vious annoyance, the mass-weighted time averaging is used. This averaging, known

also as the Favre averaging, is defined as follows:

f̃ (r, t)≡
∫ t

t−∆t ρ (r,τ) f (r,τ)dτ
∫ t

t−∆t ρ (r,τ)dτ
=

ρ f

ρ
. (4.88)

We can notice that the Favre-averaged and the time-averaged variables are not equal,

since combining Eqs. (4.88) and (4.78) gives:

f̃ =
ρ f

ρ
=

ρ f + f ′ρ ′

ρ
= f +

f ′ρ ′

ρ
. (4.89)

Since f = f − f ′, we get:

f = f̃ + f ′− f ′ρ ′

ρ
≡ f̃ + f ′′, (4.90)

where we introduced the Favre fluctuation of the variable f as:

f ′′ = f ′− f ′ρ ′

ρ
. (4.91)

Multiplying both sides of the above equation by ρ and taking the time average of the

resulting terms yields:

ρ f ′′ = ρ f ′−ρ
f ′ρ ′

ρ
= 0. (4.92)

Thus the time average of a product of a density and a Favre fluctuation is equal to

zero.
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4.5.2 FAVRE­AVERAGED EQUATIONS

Time averaging of the instantaneous generic conservation equation given by

Eq. (4.70) gives,

∂ (ρψ)

∂ t
+∇ · (ρψv+J)−ρφ = 0. (4.93)

Assuming a variable density and employing the averaging rules given by Eq. (4.77),

the equation can be written as,

∂ (ρψ̃)

∂ t
+∇ · (ρψv)+∇ ·J−ρφ̃ = 0. (4.94)

The second term of the equation contains a time averaging of a product of three

variables, ρ , ψ , and v. It can be expressed in terms of average variables as follows,

ρψv = ρ (ψ̃ +ψ ′′)(ṽ+v′′) = ρψ̃ ṽ+ρψ̃v′′+ρψ ′′ṽ+ρψ ′′v′′

= ρψ̃ ṽ+ρψ ′′v′′
, (4.95)

where we used a relationship given by Eq. (4.92). As can be seen, time averaging of

the triple product of variables gives rise to a covariance term resulting from fluctua-

tions of the variables. This term can be written in two equivalent forms,

ρψ ′′v′′ = ρψ̃ ′′v′′. (4.96)

Substituting Eq. (4.95) and Eq. (4.96) into Eq. (4.94) yields,

∂ (ρψ̃)

∂ t
+∇ ·

(
ρψ̃ ṽ+ρψ̃ ′′v′′

)
+∇ ·J−ρφ̃ = 0. (4.97)

BOX 4.4 FAVRE AVERAGE CONSERVATION EQUATIONS IN THE

DIFFERENTIAL FORM

Substituting variables from Table 4.1 into Eq. (4.97), the following Favre

average differential equations for conservation of mass, linear momentum,

and total energy are obtained:

∂ρ

∂ t
+∇ · (ρ ṽ) = 0, (4.98)

∂ (ρ ṽ)

∂ t
+∇ · (ρ ṽṽ) =−∇p+∇ · τττ −∇ ·ρ ṽ′′v′′+ρb, (4.99)

∂ (ρ ẽIK)

∂ t
+∇ · (ρ ẽIK ṽ) =−∇ ·

(
ρ ẽ′′IKv′′

)
−∇ ·q′′

−∇p ·v+∇ · τττ ·v+ρ ṽ ·b+q′′′
, (4.100)

where ẽIK ≡ ẽI +
1
2
ṽ2.
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In a similar way, the integral conservation equations can be time averaged. Us-

ing the averaged terms derived above, the time average conservation equation for a

stationary control volume given by Eq. (4.63) becomes,

∫∫∫

V

∂ (ρψ̃)

∂ t
dV =−

∫∫

S

[
ρψ̃(ṽ ·n)+ρ ˜ψ ′′(v′′ ·n)+n ·J

]
dS

+
∫∫∫

V
ρφ̃dV

. (4.101)

BOX 4.5 FAVRE AVERAGE CONSERVATION EQUATIONS IN THE

INTEGRAL FORM

Substituting variables from Table 4.1 into Eq. (4.101), the following Favre

average integral equations for conservation of mass, linear momentum,

and total energy are obtained:

∫∫∫

V

∂ρ

∂ t
dV =−

∫∫

S
ρ ṽ ·ndS, (4.102)

∫∫∫

V

∂ (ρ ṽ)

∂ t
dV =−

∫∫

S
ρ ṽ(ṽ ·n)dS−

∫∫

S
ρ ˜v′′(v′′ ·n)dS

−
∫∫

S
pndS+

∫∫

S
n · τττdS+

∫∫∫

V
ρbdV

, (4.103)

∫∫∫

V

∂ (ρ ẽIK)

∂ t
dV =−

∫∫

S
ρ ẽIK ṽ ·ndS−

∫∫

S
ρ ẽ′′IKv′′ ·ndS

−
∫∫

S
q′′ ·ndS−

∫∫

S
pv ·ndS+

∫∫

S
n · τττ ·vdS

+
∫∫∫

V
ρ ṽ ·bdV +

∫∫∫

V
q′′′dV

, (4.104)

where ẽIK ≡ ẽI +
1
2
ṽ2.

4.6 SPACE­AVERAGED CONSERVATION EQUATIONS

The spatial averaging of conservation equations is used when some flow details in

a complex geometry can be ignored. This approach is particularly useful to describe

flows in porous media, where the exact geometry of flow paths is not known. For

fluid flows within conduits, averaging over the cross-sectional area frequently yields

a satisfactory one-dimensional model. This model can be utilized to predict the axial

distribution of mean values for variables such as pressure or temperature.
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The spatial averaging can be performed in a volume, over an area, or along a

segment. The volume averaging leads to the simplest conservation equations, since

flow details are lost in all three spatial dimensions. This type of averaging can be

applied to a certain well-defined volume with several inflow and outflow ports con-

nected to it. The volume averaging will then lead to a “point” model of the volume

that describes the state of a conserved quantity by a single value. We can consider

either stationary or non-stationary volumes for this type of volume-averaging.

Another type of volume averaging is applied to “smooth out” local flow varia-

tions, such as those present in porous media flows. The averaging volume is then

assumed to be large enough to contain representative features of the porous body,

but small enough to allow for the description of the flow in terms of local partial

differential equations.

The area averaging is a natural choice to simplify conservation equations for

flows in conduits. Such averaging leads to a transient, one-dimensional set of conser-

vation equations. The distributions of flow parameters in a cross-section are then lost

and have to be re-introduced as a closure relationship. One of the possible solutions

is to use several parallel one-dimensional channels that exchange mass, momentum,

and energy in the lateral directions. This technique is referred to as the subchannel

analysis approach and is often used to find the lateral distribution of coolant enthalpy

within a rod bundle.

The segment averaging reduces a three-dimensional flow to a two-dimensional

flow, since distributions of flow parameters in one direction, along the segment, are

replaced with single values. The equations can be used to describe the propagation

of a thin liquid film on a surface, where the distribution of flow parameters is either

known, can be assumed, or can be ignored. The various modes of spatial averaging

are discussed in this section.

4.6.1 VOLUME AVERAGING METHODS

The primary purpose of the time averaging presented in the previous section is

smoothing out of turbulent fluctuations. As a consequence, the conservation equa-

tions can be expressed in terms of time-averaged values. However, as a side effect, a

covariance term ρψ̃ ′′v′′ appears, and an additional relationship to determine this term

is required. We will return to this topic in section §4.7 that is dealing with the closure

relationships for the conservation equations. In this section we discuss methods of

averaging of conservation equations in space.

A volume averaging is useful when flow details in a certain space can be ignored.

In such situations each flow variable can be represented by a single value, averaged

in the space around an arbitrary point. For example, in a point-dynamic model of a

nuclear reactor, the averaging is performed over the whole core volume, and the core

state is represented by single values of the average coolant and fuel temperature. In

a subchannel analysis a more detailed distribution of flow variables in the core can

be obtained by averaging conservation equations in spaces between neighboring fuel

rods.
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For any volume V (rC) with a centroid located at rC, the volume average value of

a function f (r, t) is defined as follows,

〈 f (r, t)〉3 (rC, t)≡
1

V (rC)

∫∫∫

V (rC)
f (rC + s, t)dV (s) , (4.105)

where s is a relative position vector of the integration differential volume dV (s).
The symbol 〈〉3 is used to indicated the averaging of function f (r, t) in a three-

dimensional space. As a result, a volume-averaged function of rC and t is obtained.

In the continuation, we skip independent variables once writing volume-averaged

equations and, for brevity, the volume average over V is simply represented as:

〈 f 〉3 ≡
1

V

∫∫∫

V
f dV. (4.106)

In a similar manner, an area average over a surface area, S, is defined as:

〈 f 〉2 ≡
1

S

∫∫

S
f dS, (4.107)

and the definition of a line average along a straight or curved line segment, L, is

〈 f 〉1 ≡
1

L

∫

L
f dL. (4.108)

We could apply the various averaging operators into Eq. (4.101), but this would

lead to different representations of the function f . Instead we can apply spatial de-

composition of the function as follows,

f = 〈 f 〉3 + f ⋆3, (4.109)

where f ⋆3 is a spatial deviation of f . Substituting Eq. (4.109) into Eq. (4.106)

yields:

〈 f 〉3 =
1

V

∫∫∫

V

(
〈 f 〉3 + f ⋆3

)
dV = 〈 f 〉3 + 〈 f ⋆3〉3. (4.110)

Thus, as expected,

〈 f ⋆3〉3 = 0. (4.111)

This result is similar to the results given by Eqs. (4.76) and (4.92) for the time and

Favre averaging, respectively. For flows with significant variation of the density, it is

convenient to introduce a density-weighted spatial average variable as follows,

〈 f 〉3ρ ≡
∫∫∫

V ρ f dV∫∫∫
V ρdV

=
〈ρ f 〉3

〈ρ〉3
, (4.112)

where now the volume location is properly determined by its center of mass position

vector, defined as,

rG ≡
∫∫∫

V ρrdV∫∫∫
V ρdV

=
〈ρr〉3

〈ρ〉3
, (4.113)
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where r = rG + s, and s is the relative position vector of the differential volume of

integration dV (s).
In analogy to Eq. (4.109), the following decomposition of function f against the

density-weighted spatial average value can be done,

f = 〈 f 〉3ρ + f ⋆3ρ , (4.114)

with the density-weighted deviation satisfying the following condition,

〈ρ f ⋆3ρ〉3 = 0. (4.115)

In general, we can write for n–dimensional space the following relationships,

f = 〈 f 〉n + f ⋆n, 〈 f ⋆n〉n = 0, (4.116)

and

f = 〈 f 〉nρ + f ⋆nρ , 〈ρ f ⋆nρ〉n = 0. (4.117)

These relationships are similar to the expressions given by Eqs. (4.76) and (4.92),

derived for the time-averaged variables, and indicate that the space-averaged variable

deviations are equal to zero.

The volume averaging of conservation equations can be performed in differ-

ent ways, depending on the purpose for which the averaging is performed. As an

example, let us consider coolant flow through a spacer grid in a fuel rod assem-

bly. A typical spacer grid has dimensions comparable with the rod assembly cross-

section, say of the order of magnitude of 10−1 m, but its geometry features, like grid

wall thickness, can be less than 10−3 m. A rigorous analysis of flow around such

structures requires a detailed description of the spacer grid geometry, with a compu-

tational mesh containing millions of cells, and a solution of conservation equations in

the part of the volume of the spacer grid filled with fluid. Such analyses are feasible

for a single fuel assembly, where the estimated number of computational cells would

be about 108, but in many situations, they will provide too complex and unnecessary

information. A full resolution of flow within grid spacers for the whole reactor core

would be prohibitively expensive.

Rather than trying to solve the flow equations for the spacer region filled with

coolant in terms of local differential equations with boundary conditions on the solid

walls, we can use the geometry details of the spacer grid to derive local volume-

averaged equations that are valid everywhere in the spacer volume, including the

part filled with solids. In that way spatially smoothed equations can be derived that

can be solved for the whole assembly, using traditional approaches derived from

the continuum mechanics principles. During the smoothing process, we separated

length scales that are characteristic of the spacer grid from the length scales of the

fuel rod assembly. The obtained conservation equation for the larger scales includes

then the effect of boundary conditions on the smaller scales through proper closure

relationships.

In addition to the space smoothing described above, spatial averaging can be used

to derive conservation equations that are applicable to certain well-defined regions.
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For example, in system codes used for thermal-hydraulic analyses of whole nuclear

power plants, it is enough to determine average flow variables in cross sections of

pipes or vessels. Such simplification can be obtained by area averaging of the generic

three-dimensional conservation equations. This type of space averaging is used in

§5.2 to derive a one-dimensional approximation of flow in a channel.

4.6.2 VOLUME­AVERAGED CONSERVATION EQUATIONS

The instantaneous conservation equation given by Eq. (4.61) is valid for an arbitrary

volume, V (t), bounded with a surface, S(t), and for fluids with constant or variable

properties. A derivation of a more specific conservation equation can be performed

using additional simplifications. In this section we consider several special cases, in-

cluding averaging of the instantaneous conservation equation in a stationary volume,

V , bounded with a stationary surface, S, and in a time-dependent V (t) and S(t). The

former leads to a set of equations valid for rigid flow systems, whereas the latter

gives the equations for flow in elastic, time-dependent systems, such as a waterham-

mer flow in an elastic conduit.

A considerable importance has a composite averaging of the conservation equa-

tion, in which time and space averaging is employed. The composite averaging can

be obtained in two different ways. In the first approach the time-averaged local vari-

ables are subsequently averaged over a volume. In the second approach, time av-

eraging is applied to volume-averaged variables. It can be shown that both these

approaches are equivalent and lead to the same results.

Averaging of Instantaneous Conservation Equations in Stationary Volumes

The instantaneous conservation equation given by Eq. (4.63) is valid for an arbi-

trary volume, V , bounded with a surface, S. We can express the equation in terms of

volume-averaged parameters as follows. First we divide both sides of the conserva-

tion equation with the time-independent averaging volume V ,

1

V

∫∫∫

V

∂ (ρψ)

∂ t
dV =− 1

V

∫∫

S
[ρψ(v ·n)+n ·J]dS+

1

V

∫∫∫

V
ρφdV. (4.118)

The term on the left-hand side can be transformed in the following way,

1

V

∫∫∫

V

∂ (ρψ)

∂ t
dV =

∂

∂ t

(
1

V

∫∫∫

V
ρψdV

)
=

∂ 〈ρψ〉3

∂ t
. (4.119)

A partial differentiation of the term 〈ρψ〉3 is necessary since the term depends both

on the time and the location of the averaging volume. The first term on the right-hand

side can be written as,

1

V

∫∫

S
[ρψ(v ·n)+n ·J]dS =

S

V
〈ρψ(v ·n)+n ·J〉2, (4.120)

where now averaging over a surface S is used. Combining Eqs. (4.118)–(4.120) and

expressing the second term on the right-hand side of Eq. (4.118) in terms of the
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spacial average value, the volume average, instantaneous local conservation equation

becomes,
∂ 〈ρψ〉3

∂ t
=− S

V
〈ρψ(v ·n)+n ·J〉2 + 〈ρφ〉3. (4.121)

For cases with a significant variation of a density, the density-weighted spatial aver-

aging should be used. According to Eq. (4.112) we have:

〈ρψ〉3 = 〈ρ〉3〈ψ〉3ρ , (4.122)

and,

〈ρφ〉3 = 〈ρ〉3〈φ〉3ρ . (4.123)

The triple product average 〈ρψv〉2 can be decomposed as follows,

〈ρψv〉2 = 〈ρ
(
〈ψ〉2ρ +ψ⋆2ρ

)(
〈v〉2ρ +v⋆2ρ

)
〉2

= 〈ρ〈ψ〉2ρ〈v〉2ρ〉2 + 〈ρψ⋆2ρ〈v〉2ρ〉2

+ 〈ρ〈ψ〉2ρ v⋆2ρ〉2 + 〈ρψ⋆2ρ v⋆2ρ〉2

= 〈ρ〉2〈ψ〉2ρ〈v〉2ρ + 〈ρ〉2〈ψ⋆2ρ v⋆2ρ〉2ρ

. (4.124)

Substituting Eqs. (4.122)–(4.124) into Eq. (4.121) yields the following volume-

averaged conservation equation,

∂
(
〈ρ〉3〈ψ〉3ρ

)

∂ t
=− S

V

(
〈ρ〉2〈ψ〉2ρ〈v ·n〉2ρ + 〈ρ〉2〈ψ⋆2ρ(v⋆2ρ ·n)〉2ρ

)

− S

V
〈n ·J〉2 + 〈ρ〉3〈φ〉3ρ

. (4.125)

It should be noted that this equation is a non-local formulation of the transport equa-

tion since the volume average variables 〈〉3 and 〈〉3ρ are defined at the center of mass

of the volume V , whereas area average variables 〈〉2 and 〈〉2ρ are defined at the center

of mass of the surface S. The analysis of non-local phenomena is very complex and

beyond the scope of this text. As a remedy, a Taylor series expansion can be used

to express the surface average in terms of the volume average. More details on this

topic can be found in studies performed by Cushman [49], Koch and Brady [132],

Quintard and Whitaker [180, 181], and many others.

Averaging of Instantaneous Conservation Equations in Non­Stationary
Volumes

The instantaneous conservation equation given by Eq. (4.61) is valid for an arbitrary

volume V (t) bounded with a surface S(t). For a non-stationary volume V (t), the

integral on the left-hand side of Eq. (4.61) can be written as,

∫∫∫

V (t)
ρψdV = 〈ρ〉3〈ψ〉3ρV (t). (4.126)
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Similarly, for a non-stationary bounding surface S(t), the first term on the right-hand

side of Eq. (4.61) can be expressed in terms of area-averaged variables as,

∫∫

S(t)
[ρψ(v ·n)+n ·J]dS = 〈ρ〉2〈ψ〉2ρ〈v ·n〉2ρ S(t)

+ 〈ρ〉2〈ψ⋆2ρ(v⋆2ρ ·n)〉2ρ S(t)+ 〈n ·J〉2S(t)

. (4.127)

Finally, the second term on the right-hand side of Eq. (4.61) is given as,

∫∫∫

V (t)
ρφdV = 〈ρ〉3〈φ〉3ρV (t). (4.128)

Thus, the instantaneous conservation equation can be expressed in terms of volume-

and area-averaged values as follows,

∂

∂ t

[
〈ρ〉3〈ψ〉3ρV (t)

]
+ 〈ρ〉2〈ψ〉2ρ〈v ·n〉2ρ S(t)

+ 〈ρ〉2〈ψ⋆2ρ(v⋆2ρ ·n)〉2ρ S(t)+ 〈n ·J〉2S(t)

= 〈ρ〉3〈φ〉3ρV (t)

. (4.129)

A partial differential is used in the first term on the left-hand side of the equation

since the term in the square parentheses can, in general, be a function of space and

time.

Composite­Averaged Conservation Equations in Non­Stationary Volumes

A composite averaging can be used if a time-averaged local variable has to be further

averaged in space. This particular situation can take place when a three-dimensional

time-averaged system of conservation equations should be replaced at some locations

with a system of reduced order in space, such as one- or two-dimensional system

of equations. For example, when pipes carrying various fluids are connected to a

vessel, it can be desirable to use a space-averaged approximation for flow in the

pipes, whereas a three-dimensional, time-averaged approach would be required to

capture the mixing phenomena in the vessel.

Composite averaging can be, in principle, performed in two ways determined

by the order in which the variables are averaged. Here we first time average the

instantaneous equations, and in the next step, the equations are space averaged. This

order of averaging has a much higher practical importance than the reversed order,

since the time-averaged variables can easily be obtained from numerical predictions

or experiments. The reversed order of averaging would require a knowledge of an

instantaneous distribution of variables in space, which would require a significant

experimental or numerical effort.

To obtain a composite-averaged conservation equation we first time average the

instantaneous form of the equation, valid in an arbitrary time-dependent volume.

Assuming variable-property fluid and using the Favre averaging in Eq. (4.61), we
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get,

∂

∂ t

(∫∫∫

V (r,t)
ρψ̃dV

)
=−

∫∫

S(r,t)

[
ρψ̃(ṽ ·n)+ρ ˜ψ ′′(v′′ ·n)+n ·J

]
dS

+
∫∫∫

V (r,t)
ρφ̃dV

. (4.130)

A partial derivative on the left-hand side of the equation is used since we assumed

that the integration volume and its bounding surface are functions of space and time.

In the next step, we introduce the volume and surface averaged variables to the equa-

tion. By doing this, the volume integrals in the equation become,

∫∫∫

V (r,t)
ρψ̃dV = 〈ρ〉3〈ψ̃〉3ρV (r, t), (4.131)

∫∫∫

V (r,t)
ρφ̃dV = 〈ρ〉3〈φ̃〉3ρV (r, t), (4.132)

and the surface integral is as follows,

∫∫

S(r,t)

[
ρψ̃(ṽ ·n)+ρ ˜ψ ′′(v′′ ·n)+n ·J

]
dS =

〈ρ〉2〈ψ̃〉2ρ〈ṽ ·n〉2ρ S(r, t)+ 〈ρ〉2〈ψ̃⋆2ρ(ṽ⋆2ρ ·n)〉2ρ S(r, t)

+ 〈ρ ˜ψ ′′(v′′ ·n)〉2S(r, t)+ 〈n ·J〉2S(r, t)

. (4.133)

Substituting Eqs. (4.131)–(4.133) into Eq. (4.130) yields the following composite-

averaged conservation equation,

∂

∂ t

[
〈ρ〉3〈ψ̃〉3ρV (r, t)

]
+ 〈ρ〉2〈ψ̃〉2ρ〈ṽ ·n〉2ρ S(r, t)

+ 〈ρ〉2〈ψ̃⋆2ρ(ṽ⋆2ρ ·n)〉2ρ S(r, t)

+ 〈ρ ˜ψ ′′(v′′ ·n)〉2S(r, t)+ 〈n ·J〉2S(r, t)

= 〈ρ〉3〈φ̃〉3ρV (r, t)

. (4.134)

The composite-averaged conservation equation contains two different values of

the conserved property: 〈ψ̃〉3ρ and 〈ψ̃〉2ρ , and thus is a non-local formulation

of the transport equation. The analysis of non-local phenomena requires special

attention, as discussed in case of Eq. (4.125). In comparison to Eqs. (4.125)

and (4.129), the present equation contains one additional term on the right-hand side:

〈ρ ˜ψ ′′(v′′ ·n)〉2S(r, t). This term represents a flux of the conserved quantity ψ due to

its fluctuation and a fluctuation of the normal velocity at surface S(r, t).

4.6.3 LOCAL SPACE­AVERAGED CONSERVATION EQUATIONS

A local variability of flow parameters around any location r can be smoothed out

by considering space averaging in an infinitesimally small volume with the center



104 Thermal Safety Margins in Nuclear Reactors

of mass, given by Eq. (4.113), located at that point. Assuming further that the aver-

aging volume is a parallelpiped ∆x∆y∆z, the first term on the right side of the local

instantaneous conservation equation given by Eq. (4.125) becomes,

S

V

(
〈ρ〉2〈ψ〉2ρ〈v ·n〉2ρ

)
=

∆y∆z

∆x∆y∆z

(
〈ρ〉2〈ψ〉2ρ〈u〉2ρ |x+∆x/2 −〈ρ〉2〈ψ〉2ρ〈u〉2ρ |x−∆x/2

)
+

∆x∆z

∆x∆y∆z

(
〈ρ〉2〈ψ〉2ρ〈v〉2ρ |y+∆y/2 −〈ρ〉2〈ψ〉2ρ〈v〉2ρ |y−∆y/2

)
+

∆x∆y

∆x∆y∆z

(
〈ρ〉2〈ψ〉2ρ〈w〉2ρ |z+∆z/2 −〈ρ〉2〈ψ〉2ρ〈w〉2ρ |z−∆z/2

)
=

∆
(
〈ρ〉2〈ψ〉2ρ〈u〉2ρ

)

∆x
+

∆
(
〈ρ〉2〈ψ〉2ρ〈v〉2ρ

)

∆y
+

∆
(
〈ρ〉2〈ψ〉2ρ〈w〉2ρ

)

∆z
→

∇ ·
(
〈ρ〉3〈ψ〉3ρ〈v〉3ρ

)

. (4.135)

An arrow indicates that the limiting value of the term for an infinitesimally small

volume is equal to the divergence of the average convective flux of the quantity

ψ . Here we assumed that the area and volume average quantities are converging

to the same values. Performing a similar derivation for the remaining flux terms,

Eq. (4.125) becomes,

∂
(
〈ρ〉3〈ψ〉3ρ

)

∂ t
+∇ ·

(
〈ρ〉3〈ψ〉3ρ〈v〉3ρ + 〈ρ〉3〈ψ⋆3ρ v⋆3ρ〉3ρ

)

+∇ · 〈J〉3 −〈ρ〉3〈φ〉3ρ = 0

. (4.136)

We can notice that the derived space-averaged conservation equation (4.136)

is equivalent to the time-averaged differential conservation equation given by

Eq. (4.97). The difference is that the time averaging used in Eq. (4.97) is replaced

with volume averaging in Eq. (4.136). As a result, in both cases the small-scale flow

features are separated from the average-scale flow parameters.

4.6.4 LOCAL SPACE­AVERAGED CONSERVATION EQUATIONS IN POROUS
MEDIA

In the derivation of Eq. (4.136), we assumed that the averaging volume contained

fluid only. We will now extend the equation for flow in a rigid, impermeable porous

medium. To distinguish the part of the averaging volume that is available for fluid,

we introduce the following indicator function,

F(r) =

{
1 when r ∈ fluid

0 otherwise
. (4.137)

Substituting this function to Eq. (4.105) we get:

〈F〉3 (rC)≡
1

V (rC)

∫∫∫

V (rC)
F (rC + s)dV (s) =

Vf (rC)

V (rC)
= ε3 (rC) , (4.138)
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where Vf (rC) is the volume occupied by a fluid contained in the averaging vol-

ume V (rC) with a centroid located at rC, and ε3 (rC) is the volume porosity, or just

porosity, defined around that centroid. We can now introduce the F-weighted volume

average of a quantity ψ as follows,

〈Fψ〉3 (rC)≡
1

V (rC)

∫∫∫

V (rC)
ψF (rC + s)dV (s) = 〈ψ〉3S (rC) . (4.139)

Here notation 〈ψ〉3S is used to indicate the superficial average quantity ψ in a three-

dimensional space. This should be distinguished from the intrinsic average of quan-

tity ψ , which, for n-dimensional space, and dropping the notation for the centroid

location vector, is defined as,

〈ψ〉nI ≡
〈Fψ〉n

〈F〉n

=
〈ψ〉nS

εn

, (4.140)

where εn ≡ 〈F〉n is a porosity in n-dimensional space. Replacing ψ with the density

ρ in Eqs. (4.139) and (4.140) yields,

〈Fρ〉n = 〈ρ〉nS = εn〈ρ〉nI . (4.141)

Here 〈ρ〉nS is the superficial space-averaged density and 〈ρ〉nI is the intrinsic space-

averaged density. The corresponding mass-weighted intrinsic average of variable ψ
is defined as,

〈ψ〉nIρ ≡ 〈Fρψ〉n

〈Fρ〉n

=
εn〈ρψ〉nI

εn〈ρ〉nI

=
〈ρψ〉nI

〈ρ〉nI

. (4.142)

Thus,
〈ρψ〉nI = 〈ρ〉nI〈ψ〉nIρ , (4.143)

which means that an intrinsic average of a product of a density and variable ψ is

equal to a product of the intrinsic average density and the density-weighted, intrinsic

average of variable ψ .

An intrinsic average of a product of two variables f and g can be expressed in

terms of a product of averages using the following decomposition of the variables,

f = 〈 f 〉nIρ + f ⋆nIρ , g = 〈g〉nIρ +g⋆nIρ . (4.144)

The above expressions indicate that instantaneous variables f and g are decomposed

into space-averaged values and corresponding spatial deviation terms. Multiplying

both sides of equations by a density and applying the intrinsic averaging, in view of

Eq. (4.143) we obtain,

〈ρ f ⋆nIρ〉nI = 〈ρ〉nI〈 f ⋆nIρ〉nIρ = 0, 〈ρg⋆nIρ〉nI = 〈ρ〉nI〈g⋆nIρ〉nIρ = 0. (4.145)

Thus, an intrinsic averaging of a product of a density and variables f and g yields,

〈ρ f g〉nIρ = 〈ρ〉nI〈 f 〉nIρ〈g〉nIρ + 〈ρ〉nI〈 f ⋆nIρ g⋆nIρ〉nIρ , (4.146)

where the second term on the right-hand side arises from spatial deviations of vari-

ables f and g.
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Fluid

Solid

Si Se f

Ses

Figure 4.2 Porous averaging volume V =Vf +Vs bounded by a surface Se = S f e+
Sse, and containing internal fluid surface Si.

We turn now our attention to Eq. (4.118) and perform the integration over a

volume V bounded by a surface S, containing a fluid with volume Vf , as shown in

Fig. 4.2. The surface S consists of two parts: an external part Se and an internal part

Si. The two surfaces have different properties. Once the external surface is permeable

and coincides with the surface S that is bounding the volume V , the internal surface

is impermeable and separates all the fluid from the solid in the averaging volume V .

In addition, as shown in Fig. 4.2, the external surface consists of a fluid part Se f , and

a solid part Ses.

The convective term of the surface integral in Eq. (4.118) is as follows,

1

V

∫∫

S
ρψ(v ·n)dS =

1

V

∫∫

Se f

ρψ(v ·n)dS+
1

V

∫∫

Ses

ρψ(v ·n)dS

︸ ︷︷ ︸
=0

+
1

V

∫∫

Si

ρψ(v ·n)dS

︸ ︷︷ ︸
=0

=
Se

V

Se f

Se

1

Se f

∫∫

Se f

ρψ(v ·n)dS =
Se

V
ε2〈ρψvn〉2I

=
Se

V
ε2〈ρ〉2I〈ψ〉2Iρ〈vn〉2Iρ

+
Se

V
ε2〈ρ〉2I〈ψ⋆2Iρ v⋆2Iρ

n 〉2Iρ

, (4.147)
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where ε2 ≡ Se f /Se is an area porosity of the external surface Se and vn = v · n is

a velocity normal to the integration surface Se f , positively defined when directed

outward of the volume Vf .

The diffusive term of the surface integral in Eq. (4.118) contains both internal

and external part and is given as,

1

V

∫∫

S
n ·JdS =

1

V

∫∫

Se f

n ·JdS+
1

V

∫∫

Ses

n ·JdS

︸ ︷︷ ︸
=0

+
1

V

∫∫

Si

n ·JdS

=
Se

V

Se f

Se

1

Se f

∫∫

Se f

n ·JdS+
Si

V

1

Si

∫∫

Si

n ·JdS

=
Se

V
ε2〈n ·J〉2I e +a′′′i 〈n ·J〉2I i

. (4.148)

Here a′′′i ≡ Si/V is an interfacial area density for a porous medium, 〈n · J〉2I e is the

external area-averaged diffusion flux, and 〈n ·J〉2I i is the internal area-averaged dif-

fusion flux of quantity ψ . The integration over surface Ses is not contributing to the

diffusive term since it is a solid-solid interface.

An intrinsic area average of the triple product ρψvn can be decomposed in a

similar manner as given in Eq. (4.124):

The term on the left-hand side of Eq. (4.118) can be integrated as follows,

Vf

V

1

Vf

∫∫∫

V f

∂ (ρψ)

∂ t
dV = ε3

∂

∂ t

(
1

Vf

∫∫∫

V f

ρψdV

)
= ε3

∂ 〈ρψ〉3I

∂ t
. (4.149)

In view of Eq. (4.143), this term can be expressed as,

ε3
∂ 〈ρψ〉3I

∂ t
= ε3

∂
(
〈ρ〉3I〈ψ〉3Iρ

)

∂ t
. (4.150)

A similar derivation can be applied to the last term on the right-hand side of

Eq. (4.118) representing a volumetric source of property ψ:

1

V

∫∫∫

V
ρφdV =

Vf

V

1

Vf

∫∫∫

V f

ρφdV = ε3〈ρφ〉3I = ε3〈ρ〉3I〈φ〉3Iρ . (4.151)

Here 〈φ〉3Iρ is a density-weighted, intrinsic volume-averaged quantity φ .

Using Eqs. (4.147)–(4.151) in (4.118) yields the following space-smoothed con-

servation equation in a porous medium,

ε3

∂
(
〈ρ〉3I〈ψ〉3Iρ

)

∂ t
+

Se

V
ε2〈ρ〉2I〈ψ〉2Iρ〈vn〉2Iρ +

Se

V
ε2〈n ·J〉2I e

+
Se

V
ε2〈ρ〉2I〈ψ⋆2Iρ v⋆2Iρ

n 〉2Iρ +a′′′f i〈n ·J〉2I i

− ε3〈ρ〉3I〈φ〉3Iρ = 0.

(4.152)

The equation is valid for a finite known volume V containing a rigid non-permeable

porous medium, surrounded by a known external surface Se. The equation is non-

local, since the intrinsic averaged variables 〈〉3Iρ and 〈〉2Iρ are defined at different
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locations of the fluid volume centeroid and the fluid external surface centroid, re-

spectively. In addition, two diffusive terms are present, one representing the external

surface, or fluid-fluid, contribution, and the other the internal surface, corresponding

to solid-fluid interaction. Physically these terms correspond to the transport of heat

or momentum through these bounding surfaces.

We can now consider a special type of a volume V = ∆x∆y∆z for which Se con-

sists of six sides of a parallelpiped with areas ∆y∆z, ∆x∆z, and ∆x∆y in the direc-

tions of x, y, and z axes. Using a derivation shown in Eq. (4.135), a local form of

Eq. (4.152) is obtained,

ε3

∂
(
〈ρ〉3I〈ψ〉3Iρ

)

∂ t
+∇ ·

[
εεε2 ·
(
〈ρ〉3I〈ψ〉3Iρ〈v〉3Iρ

)]
+∇ · [εεε2 · (〈J〉3I)]

+∇ ·
[
εεε2 ·
(
〈ρ〉3I〈ψ⋆3Iρ v⋆3Iρ〉3Iρ

)]
+a′′′i 〈n ·J〉2I i

− ε3〈ρ〉3I〈φ〉3Iρ = 0

. (4.153)

Here we assumed that 〈〉2Iρ → 〈〉3Iρ when all sides of the parallelpiped go to zero,

and εεε2 is the area porosity tensor given as,

εεε2 =




ε2x 0 0

0 ε2y 0

0 0 ε2z


 . (4.154)

The diagonal elements of the tensor represent the area porosity in the direction of

each of the Cartesian coordinate.

4.6.5 AREA­AVERAGED CONSERVATION EQUATIONS FOR CHANNEL
FLOWS

In many applications, a locally smoothed flow is predominantly one-dimensional

and rectilinear. The flow simulation can be then significantly simplified by averaging

the conservation equations over an area perpendicular to the main flow direction.

Without any loss of generality, we can assume that the flow direction and the channel

axis coincides with the positive direction of the z-axis, where ez is a unit vector in the

positive z-axis direction and A(z) is the cross-section area of the channel at location

z. We consider a small “slab” of the channel between axial locations z and z+∆z with

volume V = ∆z(A(z)+A(z+∆z))/2 ≈ A(z)∆z. The outer surface of the averaging

volume can be divided into the following three parts: (1)–surface with area A(z)
through which fluid is flowing with an average velocity parallel to the z-axis and

for which the outward normal vector is n = −ez; (2)–surface with area A(z+∆z) =
A(z)+∆A through which fluid is flowing with an average velocity parallel to the z-

axis and for which the outward normal vector is n = ez; (3)–surface of a stationary

solid wall with area Sw = Pw∆z bounding the channel slab, where Pw is the solid

wall perimeter. We will use the Favre-averaged generic conservation equation in the

integral form, as given by Eq. (4.101). The volume integral on the left-hand side of
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the equation can be transformed as,

∫∫∫

V

∂ (ρψ̃)

∂ t
dV =

∫ z+∆z

z

∫∫

A(z)

∂ (ρψ̃)

∂ t
dAdz

=
∂

∂ t

(∫ z+∆z

z
〈ρ〉2〈ψ̃〉2ρ Adz

) . (4.155)

Here we introduced area-averaged density, 〈ρ〉2, and area-averaged, density

weighted conserved variable, 〈ψ̃〉2ρ . Both these quantities are first time and Favre

averaged before the area averaging is applied.

The surface integral on the right-hand side is first considered in area A(z) as

follows,

−
∫∫

A(z)
ρψ̃(ṽ ·n)dA =−

∫∫

A(z)
ρψ̃ ṽ · (−ez)dA =

∫∫

A(z)
ρψ̃ ṽndA

= 〈ρ〉2〈ψ̃ ṽn〉2ρ A(z) =Cψv〈ρ〉2〈ψ̃〉2ρ〈ṽn〉2ρ A |z
, (4.156)

where vn = v ·ez is the velocity normal to the cross-section of the channel and Cψv is

the covariance coefficient defined as,

Cψv ≡
〈ψ̃ ṽn〉2ρ

〈ψ̃〉2ρ〈ṽn〉2ρ
. (4.157)

Physically this coefficient represents the effect of velocity and variable ψ (actually

the effect of their time-averaged and Favre-averaged values) on the flux of quantity ψ
through area A(z). The corresponding term on area A(z+∆z) with n = ez is obtained

as follows,

−
∫∫

A(z+∆z)
ρψ̃(ṽ ·n)dA =Cψv〈ρ〉2〈ψ̃〉2ρ〈ṽn〉2ρ A |z+∆z . (4.158)

The turbulent flux resulting from the Favre averaging is as follows,

−
∫∫

A(z)
ρ ˜ψ ′′(v′′ ·n)dA =

∫∫

A(z)
ρ ˜ψ ′′(v′′ · ez)dA =

∫∫

A(z)
ρψ̃ ′′v′′ndA

= 〈ρ〉2〈ψ̃ ′′v′′n〉2ρ A |z
. (4.159)

Similarly, for area A(z+∆z) w have,

−
∫∫

A(z+∆z)
ρ ˜ψ ′′(v′′ ·n)dA =−〈ρ〉2〈ψ̃ ′′v′′n〉2ρ A |z+∆z . (4.160)

The last surface integral term over area A(z) in Eq. (4.101) is as follows,

−
∫∫

A(z)
n ·JdA =−

∫∫

A(z)
(−ez) ·JdA =

∫∫

A(z)
JzdA = 〈Jz〉2A |z , (4.161)
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where Jz = ez · J is the traction of tensor J on area A. The corresponding term for

area A(z+∆z) is given as,

−
∫∫

A(z+∆z)
n ·JdA =−

∫∫

A(z+∆z)
ez ·JdA =−

∫∫

A(z+∆z)
JzdA

=−〈Jz〉2A |z+∆z

. (4.162)

The surface integral over wall surface Sw has only one non-zero term as follows,

−
∫∫

Sw

nw ·JdSw =−
∫ z+∆z

z

∫

Pw

JwdPwdz =−
∫ z+∆z

z
Pw〈Jw〉1dz . (4.163)

Here we introduced the perimeter-averaged quantity,

〈Jw〉1 ≡
1

Pw

∫

Pw

JwdPw . (4.164)

The source term in Eq. (4.101) is given as,

∫∫∫

V
ρφ̃dV =

∫ z+∆z

z

∫∫

A(z)
ρφ̃dAdz =

∫ z+∆z

z
〈ρ〉2〈φ̃〉2ρ Adz . (4.165)

Substituting the derived terms given by Eqs. (4.155)–(4.165) into (4.101), dividing

both sides of the equation by ∆z, and taking ∆z → 0 yields the following area-

averaged conservation equation for flow in a channel:

∂
(
〈ρ〉2〈ψ̃〉2ρ A

)

∂ t
+

∂

∂ z

(
Cψv〈ρ〉2〈ψ̃〉2ρ〈ṽn〉2ρ A

)
=− ∂

∂ z

(
〈Jz〉2A

)

−Pw〈Jw〉1 −
∂

∂ z

(
〈ρ〉2〈ψ̃ ′′v′′n〉2ρ A

)
+ 〈ρ〉2〈φ̃〉2ρ A

. (4.166)

In this equation, all field variables are first time or Favre averaged and then averaged

over the channel cross-section area to yield a one-dimensional generic conservation

equation. It should be noted that the equation is non-local, since 〈Jw〉1 is a traction

of J averaged along the channel perimeter, Pw, whereas all other variables are av-

eraged over the channel flow area A. Similar equations for the instantaneous and

Reynolds averaged field variables can be obtained by applying the averaging proce-

dure to Eqs. (4.63) and (4.84), respectively. Using definitions of ψ , J, and φ given

in Table 4.1, the conservation equations for mass, momentum, and energy can be

obtained.

4.6.6 AREA­AVERAGED CONSERVATION EQUATIONS FOR FLOW IN
CHANNELS WITH PERMEABLE WALLS

In the previous sub-section, we assumed that the channel walls are stationary and

impermeable, where no-slip conditions apply. Here we assume that at least a fraction

of channel walls is permeable, through which the fluid can flow into the channel or
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x

y

z

nw

n f

Pf
PwSw

S f

Figure 4.3 A radially-bounded channel by a solid wall surface Sw with a normal

unit vector nw and a perimeter Pw, and by a fluid surface S f with a normal unit vector

n f and a perimeter Pf .

out of the channel. Assuming that the channel wall shown in Fig. 4.3 can be divided

into two parts, Sw and S f , representing the impermeable and the permeable part,

respectively, the convective flux of ψ through S f is as follows,

−
∫∫

S f

ρψ̃(ṽ ·n f )dS f =−
∫ z+∆z

z

∫

Pf

ρψ̃ ṽ f dPf dz

=−
∫ z+∆z

z
〈ρ〉1〈ψ̃ ṽ f 〉1ρ Pf dz

=−
∫ z+∆z

z
Cψ f 〈ρ〉1〈ψ̃〉1ρ〈ṽ f 〉1ρ Pf dz

, (4.167)

where Cψ f is the covariance coefficient for the lateral convection of ψ through the

permeable surface defined as,

Cψ f ≡
〈ψ̃ ṽ f 〉1ρ

〈ψ̃〉1ρ〈ṽ f 〉1ρ
, (4.168)

and ṽ f is the Favre-averaged velocity normal to the permeable surface. In a similar

manner, we obtain an expression for the turbulent flux of ψ through S f as,

−
∫∫

S f

ρ ˜ψ ′′(v′′ ·n)dS f =−
∫ z+∆z

z

∫

Pf

ρψ̃ ′′v′′f dPf dz

=−
∫ z+∆z

z
〈ρ〉1〈ψ̃ ′′v′′f 〉1ρ Pf dz

, (4.169)
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and an expression for traction of J over S f as,

−
∫∫

S f

n f ·JdS f =−
∫ z+∆z

z

∫

Pf

JwdPf dz =−
∫ z+∆z

z
Pf 〈J f 〉1dz . (4.170)

The area-averaged conservation equation for flow in a channel with a permeable

wall becomes,

∂
(
〈ρ〉2〈ψ̃〉2ρ A

)

∂ t
+

∂

∂ z

(
Cψv〈ρ〉2〈ψ̃〉2ρ〈ṽn〉2ρ A

)
=− ∂

∂ z

(
〈Jz〉2A

)

−〈Jw〉1Pw − ∂

∂ z

(
〈ρ〉2〈ψ̃ ′′v′′n〉2ρ A

)
+ 〈ρ〉2〈φ̃〉2ρ A

−Cψ f 〈ρ〉1〈ψ̃〉1ρ〈ṽ f 〉1ρ Pf −〈ρ〉1〈ψ̃ ′′v′′f 〉1ρ Pf −〈J f 〉1Pf

. (4.171)

Compared to the conservation equation for a channel flow given by Eq. (4.166), this

equation incorporates three supplementary terms. These terms originate from the

flow traversing the radially bounding fluid surface S f . The first of the two terms rep-

resents a net convection of ψ through the surface, whereas the second term represents

the turbulent flux of ψ . The third term is the traction of J on surface S f .

4.7 CLOSURE RELATIONS

The differential and integral conservation equations derived in §4.4, §4.5, and §4.6,

must be supplemented with addition equations in order to be solved. The reason

for this is that the conservation equations, which for single-phase flow include one

mass conservation equation, three linear momentum conservation equations, and one

energy conservation equation, contain more unknowns than five. The unknown vari-

ables include the fluid density ρ , three components of the velocity vector v, the pres-

sure p, nine components of the viscous shear stress tensor τ , the internal energy eI ,

and three components of the heat flux vector q′′. Thus, the system of five conserva-

tion equations contains eighteen unknowns.

Such a system of equations in which the number of unknowns is greater than the

number of equations is called an underdetermined system. To obtain a determined

system of equations for a laminar single-phase flow and heat transfer, additional fif-

teen equations are needed. Such equations are derived on empirical or semi-empirical

grounds and are collectively termed as the constitutive equations. A complete formu-

lation of a physically plausible three-dimensional unsteady fluid flow and heat trans-

fer model includes then conservation equations, constitutive equations, and initial

and boundary conditions.

4.7.1 THE EQUATION OF STATE

The equation of state describes a relationship between the pressure p, the density ρ
or the specific volume υ = 1/ρ , and the temperature T of a physically homogeneous

system in thermodynamic equilibrium. This equation is not derived from thermody-

namic relations alone but rather relies on empirical or semi-empirical considerations.
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Ideal Gas

The ideal gas law is the equation of state of a hypothetical ideal gas. Even though it

has several limitations, the ideal gas law is a good approximation of the behavior of

many gases. The ideal gas law is written in terms of a specific gas constant as,

pυ = ρRspT, (4.172)

where Rsp is a specific gas constant obtained from the universal gas constant Ru

and the gas molar mass M as,

Rsp =
Ru

M
, Ru ≈ 8.3145 J mol−1 K−1. (4.173)

Real Gases

For real gases virial equations of state are used of a general form given as,

pυ = ρRspT
(
1+b(T )/υ + c(T )/υ2 + · · ·

)
, (4.174)

where b(T ), c(T ), . . ., are the second, third, etc. virial coefficient. Examples of the

equations of state for real gases are given in §3.4.

Liquids

Liquids, such as pressurized water, show a rather weak dependence of the density

on pressure. For small or moderate pressure and temperature variations, the liquid

density can be assumed to be constant. With this assumption, the mass conservation

equation in the differential and integral form become, respectively,

∇ ·v = 0, (4.175)

∫∫

S
v ·ndS = 0. (4.176)

Thus, the mass conservation equation degenerates to the kinematic condition that

the velocity field be solenoidal or divergence-free. This simplification is used, ei-

ther implicitly or explicitly, in the formulation of numerous constitutive equations.

For example, the general form of the local shear stress given by Eq. (4.19) can be

simplified to the form given by Eq. (4.18), if Eq. (4.175) is taken into account.

The integral form of the mass conservation equation suggests that for a closed

heated channel with the same cross-section area at the inlet and the outlet, the area-

averaged fluid velocity should be the same. Consider, however, a channel with flow-

ing water at pressure 17 MPa, which is heated from 40 K subcooling at the inlet to

the saturation temperature at the outlet. A simple calculation shows that the water ve-

locity will increase by about 22% due to the density change. The selected conditions

correspond quite well to the coolant flow in a PWR fuel assembly. Thus, a neglect of

water density variation in a PWR core would lead to a quite significant error.
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For liquids, the density is usually given as a function of temperature and pressure.

It is common to express the density in terms of analytic functions, presented for

various coolants and other materials in §3, or tables, as provided in Appendix D for

water and steam.

Specific Enthalpy

Some forms of the energy conservation equation are expressed in terms of specific

enthalpy. The following generally valid relations can be used to close the system:

i= eI +
p

ρ
, (4.177)

and
Di

Dt
= cp

DT

Dt
+

1−βT

ρ

Dp

Dt
, (4.178)

where i is the time average of the specific enthalpy, cp is the isobaric specific heat

capacity, and β is the coefficient of thermal expansion,

β =− 1

ρ

(
∂ρ

∂T

)

p

. (4.179)

4.7.2 THE STRESS TENSOR

In the process of averaging the momentum conservation equations, two stress tensors

were derived: the time-averaged stress tensor and the Reynolds stress tensor. The

former can be expressed using averaged flow variables, while the latter necessitates

additional models and relationships for its closed-form expression.

The Time­Averaged Stress Tensor

For Newtonian fluids, the general expression for a shear stress tensor is given by

Eq. (4.19). In Cartesian coordinates, the components of the time average shear stress

tensor are as follows,

τxx = 2µ
∂u

∂x
−
(

2

3
µ −µ ′

)(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)
, (4.180)

τyy = 2µ
∂v

∂y
−
(

2

3
µ −µ ′

)(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)
, (4.181)

τzz = 2µ
∂w

∂ z
−
(

2

3
µ −µ ′

)(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)
, (4.182)

τxy = τyx = µ

(
∂v

∂x
+

∂u

∂y

)
, (4.183)

τyz = τzy = µ

(
∂w

∂y
+

∂v

∂ z

)
, (4.184)
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τzx = τxz = µ

(
∂u

∂ z
+

∂w

∂x

)
, (4.185)

where, using the Stokes hypothesis, we can assume that µ ′ = 0.

The Reynolds Stress Tensor

Reynolds averaged momentum conservation equation (4.82) contains a quantity

−v′v′ which is known as the specific Reynolds stress tensor. Once multiplied by

the density, the quantity is termed as Reynolds stress tensor and is given as,

τt =−ρv′v′ =−ρ




u′2 v′u′ w′u′

u′v′ v′2 w′v′

u′w′ v′w′ w′2



. (4.186)

This expression represents a symmetric second-order tensor with six independent

components. The diagonal components u′2, v′2, and w′2 are turbulent normal stresses,

while the off-diagonal components u′v′, u′w′, and v′w′ are turbulent shear stresses.

The Reynolds stresses are often normalized relative to the freestream mean flow

velocity U and are referred to as the relative turbulence intensities. Turbulent inten-

sities for an incompressible flat-plate boundary layer are shown in Fig. 4.4. As can be

seen, the three normal intensities have different values indicating that the turbulence

is anisotropic.

The turbulence kinetic energy k(r, t) at location r and time t is defined to be

half the trace of the Reynolds stress tensor,

k =
1

2

(
u′2 + v′2 +w′2

)
. (4.187)

When the turbulence anisotropy is low or cannot be determined, we often spec-

ify relative turbulence intensity by assuming the fluctuations are approximately

isotropic, that is u′2 ≈ v′2 ≈ w′2. We then define the relative turbulence intensity

in percent as,

Tu ≡ 100

√
2

3

k

U2
. (4.188)

There are many different approaches for the modeling of the Reynolds stress

tensor. In the most advanced approach, six transport equations are introduced for the

stress tensor components and one additional equation for the turbulence dissipation

rate ε of the turbulent kinetic energy. The advantage of this approach is the ability to

capture the flow details with anisotropic turbulence. The equations have to be solved

together with the conservation equations, which significantly increases the required

computational effort.

The most popular approach for the modeling of the Reynolds stress tensor is to

use the Boussinesq hypothesis, which claims that there is a general linear constitu-

tive law between the stress and strain tensors, in a direct analogy to the constitutive
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Figure 4.4 Distribution of turbulence intensities for a flat-plate boundary layer of

thickness δ , [128].

relationship for Newtonian fluids. The Reynolds stress tensor is then given as,

τt = µt

[
∇v+(∇v)T

]
. (4.189)

For variable-density fluids this expression is generalized as proposed by Stokes,

τt = µt

[
∇ṽ+(∇ṽ)T

]
+

(
µ ′− 2

3
µt

)
(∇ · ṽ)I, (4.190)

where µt is the dynamic eddy viscosity that needs to be determined.

During the past few decades, two-equation models of turbulence have gained

common acceptance for computation of the turbulence kinetic energy k and the tur-

bulence length scale, represented by either the specific dissipation rate ω , or the

dissipation per unit mass ε . Once these quantities are computed, the kinematic eddy

viscosity νt = µt/ρ is found as,

νt =Cµ
k2

ε
, (4.191)

for the k− ε model, and,

νt =Cµ
k

ω
, (4.192)

for the k−ω model. Here Cµ is a constant that needs to be established from experi-

mental data.
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4.7.3 THE HEAT FLUX VECTOR

The heat flux vector is one of the three main components of the energy flux vector

introduced in §4.1. Similarly to the shear stress tensor in fluid mechanics, the heat

flux vector is obtained from closure laws that express the heat flux in terms of local

flow and heat transfer parameters. Usually, these local parameters include a gradient

of the time-averaged temperature field and some additional time-averaged turbulent

interaction terms. For laminar flows with heat transfer and for heat conduction in

solids, the heat flux vector is described in terms of the Fourier law of heat conduction,

whereas for turbulent flows with heat transfer various approaches to represent the

turbulent heat flux are used.

The Time­Averaged Heat Flux

It is commonly accepted that the Fourier law given by Eq. (4.25) is valid for the time

average temperature field. Thus, the time average heat flux is given as,

q′′ =−λ∇T =−λ

(
∂T

∂x
+

∂T

∂y
+

∂T

∂ z

)
. (4.193)

The Turbulent Heat Flux

The time-averaged energy conservation equation contains a correlation term of ve-

locity and internal energy fluctuations. This term incorporates the turbulent part of

convective heat transfer and for the Reynolds average energy equation (4.83) is given

as,

q′′
t =−ρe′IKv′− p′v′ =−ρ(e′IK + p′/ρ)v′ . (4.194)

4.8 USEFUL FORMS OF CONSERVATION EQUATIONS

Certain forms of conservation equations are particularly useful for specific applica-

tions. In this section, we collect examples of such formulations.

4.8.1 INSTANTANEOUS CONSERVATION EQUATIONS

Instantaneous conservation equations are useful for study the transient behavior of

systems in a simplified geometry. These forms of equations are also used for the most

detailed solutions when employing the direct numerical simulation of turbulence. A

viscous flow is described with a set of equations representing the mass conservation

and the conservation of momentum in a three dimensional space (x, y, z). For fluids

with temperature-dependent properties, the system of equations has to include the en-

ergy equation as well. A constant property flow can be assumed when the variations

of the fluid temperature and pressure are insignificant or when the fluid properties

have a weak dependence on these two variables. Under such conditions the balance

equations are significantly simplified and from the mass conservation equation re-

sults that the flow is divergence free. The conservation equations with variable and

constant properties are presented below.
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The Mass Conservation Equation

For variable density, the differential mass conservation equation is given as,

∂ρ

∂ t
+

∂

∂x
(ρu)+

∂

∂y
(ρv)+

∂

∂ z
(ρw) = 0. (4.195)

In case of constant physical properties of the fluid, the mass conservation equation

becomes,
∂u

∂x
+

∂v

∂y
+

∂w

∂ z
= 0. (4.196)

The Momentum Conservation Equation

For fluid flow with variable density and dynamic viscosity, the differential momen-

tum conservation equations are given as,

ρ
Du

Dt
=ρgx −

∂ p

∂x
+

2

3

∂

∂x

[
µ

(
2

∂u

∂x
− ∂v

∂y
− ∂w

∂ z

)]
+

∂

∂y

[
µ

(
∂u

∂y
+

∂v

∂x

)]
+

∂

∂ z

[
µ

(
∂w

∂x
+

∂u

∂ z

)] , (4.197)

ρ
Dv

Dt
=ρgy −

∂ p

∂y
+

2

3

∂

∂y

[
µ

(
2

∂v

∂y
− ∂u

∂x
− ∂w

∂ z

)]
+

∂

∂ z

[
µ

(
∂v

∂ z
+

∂w

∂y

)]
+

∂

∂x

[
µ

(
∂u

∂y
+

∂v

∂x

)] , (4.198)

ρ
Dw

Dt
=ρgz −

∂ p

∂ z
+

2

3

∂

∂ z

[
µ

(
2

∂w

∂ z
− ∂u

∂x
− ∂v

∂y

)]
+

∂

∂x

[
µ

(
∂w

∂x
+

∂u

∂ z

)]
+

∂

∂y

[
µ

(
∂v

∂ z
+

∂w

∂y

)], (4.199)

When density and dynamic viscosity are constant, the equations take the following

form,

ρ
Du

Dt
= ρgx −

∂ p

∂x
+µ

(
∂ 2u

∂x2
+

∂ 2u

∂y2
+

∂ 2u

∂ z2

)
, (4.200)

ρ
Dv

Dt
= ρgy −

∂ p

∂y
+µ

(
∂ 2v

∂x2
+

∂ 2v

∂y2
+

∂ 2v

∂ z2

)
, (4.201)

ρ
Dw

Dt
= ρgz −

∂ p

∂ z
+µ

(
∂ 2w

∂x2
+

∂ 2w

∂y2
+

∂ 2w

∂ z2

)
, (4.202)



Conservation Equations for Single­Phase Flow 119

The Energy Conservation Equation

For variable-property fluids, the energy conservation equation is as follows,

ρcp

DT

Dt
= ∇(λ∇T )−

(
∂ lnρ

∂ lnT

)

p

Dp

Dt
+q′′′+µΦ. (4.203)

Here the viscous dissipation term in the energy equation is given as:

Φ =2

[(
∂u

∂x

)2

+

(
∂v

∂y

)2

+

(
∂w

∂ z

)2
]
+

(
∂v

∂x
+

∂u

∂y

)2

+

(
∂w

∂y
+

∂v

∂ z

)2

+

(
∂u

∂ z
+

∂w

∂x

)2

− 2

3

(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)2
. (4.204)

In case of constant physical properties of the fluid, the energy balance equation be-

comes,

ρcp

DT

Dt
= λ

(
∂ 2T

∂x2
+

∂ 2T

∂y2
+

∂ 2T

∂ z2

)
+q′′′+µΦ0, (4.205)

where,

Φ0 =2

[(
∂u

∂x

)2

+

(
∂v

∂y

)2

+

(
∂w

∂ z

)2
]
+

(
∂v

∂x
+

∂u

∂y

)2

+

(
∂w

∂y
+

∂v

∂ z

)2

+

(
∂u

∂ z
+

∂w

∂x

)2
, (4.206)

is the viscous dissipation term for incompressible flows. Using Eq. (4.178), the en-

ergy balance equation can be written as,

ρcp

DT

Dt
= ∇(λ∇T )+βT

Dp

Dt
+q′′′+µΦ, (4.207)

where β is the coefficient of thermal expansion given by Eq. (4.179).

4.8.2 REYNOLDS­AVERAGED CONSERVATION EQUATIONS

General forms of balance equations for turbulent flows have been derived in §4.4 and

§4.5 for the constant property flows and the varying property flows, respectively. In

this section we give the balance equations in closed forms, with explicit formulation

of the closure relationships for the turbulent momentum and energy fluxes.

The Mass Conservation Equation

In case of constant physical properties of the fluid, the Reynolds-averaged balance

equations of mass becomes as follows:

∂u

∂x
+

∂v

∂y
+

∂w

∂ z
= 0. (4.208)

This equation is valid for both steady-state and transient conditions.
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The Momentum Conservation Equation

The Reynolds-averaged momentum conservation equations are as follows,

ρ
Du

Dt
= ρgx −

∂ p

∂x
+(µ +µt)

(
∂ 2u

∂x2
+

∂ 2u

∂y2
+

∂ 2u

∂ z2

)
, (4.209)

ρ
Dv

Dt
= ρgy −

∂ p

∂y
+(µ +µt)

(
∂ 2v

∂x2
+

∂ 2v

∂y2
+

∂ 2v

∂ z2

)
, (4.210)

ρ
Dw

Dt
= ρgz −

∂ p

∂ z
+(µ +µt)

(
∂ 2w

∂x2
+

∂ 2w

∂y2
+

∂ 2w

∂ z2

)
. (4.211)

The Energy Conservation Equation

The Reynolds-averaged energy conservation equation reads,

ρcp

DT

Dt
= ∇

[
(λ +λt)∇T

]
+βT

Dp

Dt
+q′′′+µΦ+ρε. (4.212)

Here ρε is the turbulent dissipation given as,

ρε =µ

{
2

[(
∂u′

∂x

)2

+

(
∂v′

∂y

)2

+

(
∂w′

∂ z

)2
]
+

(
∂v′

∂x
+

∂u′

∂y

)2

+

(
∂w′

∂y
+

∂v′

∂ z

)2

+

(
∂u′

∂ z
+

∂w′

∂x

)2
}. (4.213)

The Standard k­ε Model

The standard k-ε model applies to nonboundary-layer high-Reynolds-number flows.

It consists of a set of two differential equations for the turbulent kinetic energy k and

the dissipation rate ε . The equations together with modeling closures and constants

are as follows.

Dynamic turbulent viscosity:

µt = ρCµ
k2

ε
. (4.214)

Turbulence kinetic energy:

D(ρk)

Dt
= ∇ ·

[(
µ +

µt

σk

)
∇k

]
+Pk +Pb −ρε −YM +Sk. (4.215)

Dissipation rate:

D(ρε)

Dt
= ∇ ·

[(
µ +

µt

σε

)
∇ε

]
+C1ε

ε

k
(Pk +C3ε Pb)−C2ε ρ

ε2

k
+Sε . (4.216)



Conservation Equations for Single­Phase Flow 121

Production of turbulence kinetic energy:

Pk = τττ : ∇v. (4.217)

Effect of buoyancy:

Pb = β
µt

Prt

g ·∇T. (4.218)

Model constants:

C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3 . (4.219)

The buoyancy effect constant has no standard value but frequently it is taken as C3ε =
−0.33. More details on the standard k-ε model can be found in many textbooks, e.g.,

[179, 233, 235].

4.8.3 FAVRE­AVERAGED CONSERVATION EQUATIONS

For compressible or variable-property fluid motion, we must solve the equations gov-

erning conservation of mass, momentum, and energy. The instantaneous equations

are given in §4.8.1. In this section we provide their Favre-averaged equivalents.

The Mass Conservation Equation

The Favre-averaged mass conservation equation is as follows:

∂ρ

∂ t
+

∂ (ρ ũ)

∂x
+

∂ (ρ ṽ)

∂y
+

∂ (ρw̃)

∂ z
= 0. (4.220)

The Momentum Conservation Equation

The Favre-averaged momentum conservation equations are as follows,

D(ρ ũ)

Dt
= ρgx −

∂ p

∂x
+(µ +µt)

(
∂ 2ũ

∂x2
+

∂ 2ũ

∂y2
+

∂ 2ũ

∂ z2

)
, (4.221)

D(ρ ṽ)

Dt
= ρgy −

∂ p

∂y
+(µ +µt)

(
∂ 2ṽ

∂x2
+

∂ 2ṽ

∂y2
+

∂ 2ṽ

∂ z2

)
, (4.222)

D(ρw̃)

Dt
= ρgz −

∂ p

∂ z
+(µ +µt)

(
∂ 2w̃

∂x2
+

∂ 2w̃

∂y2
+

∂ 2w̃

∂ z2

)
. (4.223)

The Energy Conservation Equation

The Favre-averaged energy conservation equation reads,

ρcp

DT

Dt
= ∇

[
(λ +λt)∇T

]
+βT

Dp

Dt
+q′′′+µΦ+ρε. (4.224)
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Here ρε is the turbulent dissipation given as,

ρε =µ

{
2

[(
∂u′

∂x

)2

+

(
∂v′

∂y

)2

+

(
∂w′

∂ z

)2
]
+

(
∂v′

∂x
+

∂u′

∂y

)2

+

(
∂w′

∂y
+

∂v′

∂ z

)2

+

(
∂u′

∂ z
+

∂w′

∂x

)2
}. (4.225)

4.8.4 SELECTED SPECIAL CASES

For gas flows occurring in the presence of radiation, specific forms of the conser-

vation equations can be employed. This is particularly beneficial for examining the

coolant flow in gas-cooled nuclear reactors. Another valuable set of conservation

equations pertains to two-dimensional flows. These equations can be utilized in the

analysis of thermal boundary layers. In this section, we provide the conservation

equations for both these cases.

The Gas Flow

A gas flow can be described with the same set of conservation equations that are

valid for a viscous flow. In general, in flows of high-temperature gases heat transfer

processes include convection, conduction, and radiation. If the radiation heat transfer

is significant, the mass and energy conservation equations should contain additional

terms resulting from the radiation processes. The mass conservation equation be-

comes,
∂ρ

∂ t
+

∂

∂x
(ρu)+

∂

∂y
(ρv)+

∂

∂ z
(ρw) = Γr, (4.226)

where Γr is the mass change resulting from the energy radiation by the gas. In most

cases this mass is very small and can be neglected.

The energy equation for a gas with a significant radiation energy transfer be-

comes,

ρcp

DT

Dt
= ∇(λ∇T )−

(
∂ lnρ

∂ lnT

)

p

Dp

Dt
+q′′′+q′′′r +µΦ+Φr, (4.227)

where q′′′r is the energy transport by radiation and Φr is the energy dissipation due to

radiation.

The second term on the right-hand side of the equation can be simplified for an

ideal gas, since in that case, we have,

(
∂ lnρ

∂ lnT

)

p

=−1. (4.228)

The set of differential equations is closed with algebraic expressions for temperature-

and pressure-dependent physical properties,

cp = cp (T, p) , λ = λ (T, p) , µ = µ (T, p) , (4.229)
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and the equation of state,

ρ = ρ (T, p) . (4.230)

A Two­Dimensional Flow

Two-dimensional flow approximation plays an important role in many applications,

such as thermal boundary analysis. For the flow of viscous fluid with variable physi-

cal properties in the xy plane, the balance equations are as follows,

∂ρ

∂ t
+

∂ (ρu)

∂x
+

∂ (ρv)

∂y
= 0 (4.231)

ρ

(
∂u

∂ t
+u

∂u

∂x
+ v

∂u

∂y

)
=ρgx −

∂ p

∂x
+

∂

∂x

(
2µ

∂u

∂x

)
+

∂

∂y

[
µ

(
∂u

∂y
+

∂v

∂x

)] , (4.232)

ρ

(
∂v

∂ t
+u

∂v

∂x
+ v

∂v

∂y

)
=ρgy −

∂ p

∂y
+

∂

∂x

[
µ

(
∂v

∂x
+

∂u

∂y

)]
+

∂

∂y

(
2µ

∂v

∂y

) , (4.233)

ρcp

(
∂T

∂ t
+u

∂T

∂x
+ v

∂T

∂y

)
=

∂

∂x

(
λ

∂T

∂x

)
+

∂

∂y

(
λ

∂T

∂y

)
+

∂ p

∂ t
+

u
∂ p

∂x
+ v

∂ p

∂y
+q′′′+µΦ1

, (4.234)

where:

Φ1 = 2

[(
∂u

∂x

)2

+

(
∂v

∂y

)2
]
+

(
∂u

∂y
+

∂v

∂x

)2

. (4.235)

To close the system of equations, the physical properties have to be specified as a

function of temperature and pressure.

For steady-state flow of a fluid with constant physical properties, the balance

equations become as follows,
∂u

∂x
+

∂v

∂y
= 0, (4.236)

u
∂u

∂x
+ v

∂u

∂y
= gx −

1

ρ

∂ p

∂x
+ν

(
∂ 2u

∂x2
+

∂ 2u

∂y2

)
, (4.237)

u
∂v

∂x
+ v

∂v

∂y
= gy −

1

ρ

∂ p

∂y
+ν

(
∂ 2v

∂x2
+

∂ 2v

∂y2

)
, (4.238)

u
∂T

∂x
+ v

∂T

∂y
=

λ

ρcp

(
∂ 2T

∂x2
+

∂ 2T

∂y2

)
+

q′′′

ρcp

+
ν

cp

Φ1. (4.239)

Here ν = µ/ρ is the kinematic viscosity of the fluid.
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PROBLEMS

PROBLEM 4.1

Explain why the volume and composite averaging lead to a non-local formulation

of the transport equation.

PROBLEM 4.2

Using the definition of the covariance coefficient given by Eq. (4.157), derive its

value for laminar flow in a circular tube assuming that ψ̃ parameter has the same

radial distribution as the velocity.

PROBLEM 4.3

Using definitions of ψ , J, and φ given in Table 4.1 and substituting in Eq. (4.166),

derive the special form of the conservation equations for mass, momentum, and

energy for fluid flow in a heated circular tube with a constant cross-section area.



5 Single­Phase Flow in
Coolant Channels

The distribution of coolant flow within a reactor core is influenced by numerous

factors, including the intricate details of the geometry of the core, the coolant flow

patterns within the core, and the specific type of coolant used. Generally, the flow dis-

tribution should be optimized to ensure efficient and stable cooling of fuel elements

while minimizing pressure losses. The cooling efficiency is crucial from both safety

and economic perspectives, while pressure loss minimization is primarily driven by

economic considerations. The power required to pump coolant through the core in-

creases with pressure losses, which can significantly impact the overall efficiency of

the plant. Therefore, single-phase flow analyses are crucial for the thermal-hydraulic

design of nuclear reactor cores.

In this chapter we discuss various aspects of single-phase coolant flow in nuclear

reactor cores. Particular attention is given to predictions of the pressure losses due to

shear stresses.

The importance of pressure and shear stress distributions in a reactor core stems

from two reasons. On the one hand, pressure losses in a reactor core make up the

greater part of all pressure losses in the primary loop. Thus, their magnitude deter-

mines the flow characteristic of the loop during the forced and natural circulation of

the coolant. On the other hand, forces acting on the core structure should be well

known and low enough to assure stable and rigid geometry of the core.

The distribution of temperature in a reactor core is of great interest, since it is

directly related to reactor thermal margins. In particular, the clad surface temper-

ature strongly depends on the heat transfer intensity between the solid wall and

the fluid coolant. Traditionally this intensity is expressed in terms of a heat trans-

fer coefficient, which is a complex function of flow characteristics and fluid prop-

erties, as it is discussed in §7 and §8 for single-phase flows and two-phase flows,

respectively.

In thermal reactors, such fluids as water, heavy water, and various gases are used

as coolants. Gases and liquid metals are used for fast reactor cooling, since these

fluids do not slow down fission neutrons. Molten salt reactors use fuel and coolant

mixed together in a homogeneous fluid that contains various fluoride salts. In all

these reactor types the coolant remains in single-phase state during normal operation.

Under such conditions, the coolant flow distribution and the heat transfer intensity

are determined by the single-phase flow balance equations discussed in §4.

Most water, gas, and liquid metal-cooled reactors have cores that contain parallel

fuel rod assemblies, which are organized in either rectangular or hexagonal patterns.

These assemblies vary in geometry details, such as the cross-section area and shape,

the assembly length, and the fuel rod spacing and their mutual organization. The fuel

assemblies can be physically separated by solid walls, as in BWRs, VVERs, and
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SFRs, or can be open, allowing coolant to mix between the neighboring assemblies,

as in PWRs.

Since fuel elements in assemblies are organized in regular patterns, the assem-

blies can be partitioned into channels that contain fuel, coolant, and other materials in

representative average proportions. Such channels are called coolant channels and

are used in thermal-hydraulic analyses as various approximations of a fuel assembly

or a whole reactor core.

In this chapter we apply the balance equations to determine the velocity, temper-

ature, and pressure distributions in various coolant channels. This task requires a so-

lution of a set of differential equations formulated in terms of independent variables

such as velocity, pressure, and temperature. The thermophysical properties usually

are functions of the fluid local temperature and pressure, causing a mutual coupling

between the equations. In spatially distributed flows the flow variables are functions

of spatial coordinates and, in non-steady flows, of time. Depending on the shape of

the coolant channel, the Cartesian rectangular coordinate system (x,y,z), the cylin-

drical coordinate system (r,θ ,z), or the spherical coordinate system (r,θ ,φ) can be

used.

The differential equations represent the conservation principles for mass, mo-

mentum, and energy. Their specific forms using various assumptions are presented in

§4.8. The equations can be solved analytically for laminar flow in some simple chan-

nels as shown in §5.1. In §5.2 we discuss one-dimensional bulk flow equations in

heated channels. These equations apply for transient and steady-state flow of coolant

and play important role in a simplified thermal-hydraulic analysis of fuel assemblies.

The balance equations for single-phase flow presented in §4 can be written in

various useful forms that are applicable for analysis of single-phase laminar flows

in coolant channels. To describe the processes of heat transfer in a reactor core it is

necessary to solve the following differential equations:

1. Equation of mass balance, which is expressing the mass conservation princi-

ple.

2. Equation of motion, which is equivalent to the Newton second law, and repre-

sents the conservation of the momentum.

3. Energy equation.

Various formulations and solutions of these equations are presented in this chapter.

5.1 CHANNEL FLOW

A fluid flowing through a channel enters the channel at some location and a boundary

layer develops along the channel walls. When the boundary layer expands to fill the

entire channel, the developing flow becomes a fully developed flow, in which flow

characteristics no longer change with axial position. The flow can be either laminar

or turbulent, depending on a Reynolds number Re = UD/ν , where U is the mean

flow velocity, D is a suitable “diameter” scale for the channel and ν is the fluid

kinematic viscosity.
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For flows in channels the shear stress exerted by the flowing fluid on the solid

walls is usually expressed in terms of the characteristic kinetic energy per unit vol-

ume eK given as,

ek =
1

2
ρU2, (5.1)

where ρ is the fluid density. A ratio of the wall shear stress τw to the characteristic

kinetic energy ek is called a friction factor. Two definitions of the friction factor are

commonly used: the Fanning friction factor,

C f =
τw

1
2
ρU2

, (5.2)

and the Darcy friction factor,

λ =
4τw

1
2
ρU2

. (5.3)

In a fully-developed flow region, the velocity varies only with the lateral coordi-

nates, whereas the total pressure is a function of the axial coordinate only. It is thus

possible to find a unique relationship between the pressure drop and the mean flow

velocity in the channel, using the concept of the friction coefficient. We consider

three simple cases with flow between parallel plates, in a circular pipe, and in an

annulus to demonstrate how such relationships can be derived.

The solution procedure involves the following steps:

1. Choose a coordinate system with one axis pointing in the flow direction. We

take as a general rule that the flow velocity is directed in the positive direction

of the z axis.

2. Make simplifying assumptions. Almost always the considered cases will in-

volve steady flow of a Newtonian fluid with constant physical properties.

3. Write down the conservation equations striking out the terms that are zero.

4. Write down the boundary conditions.

5. Choose a proper transformation of variables to make the simplified conserva-

tion equation and the boundary condition equations non-dimensional.

6. Solve the set of equations and find an unique solution for the lateral velocity

distribution.

7. Apply area averaging and find the average flow velocity.

8. Find wall shear stress from the calculated velocity gradient at the wall vicinity.

9. Find the friction factor as a ratio of the wall shear stress and the characteristic

kinetic energy per unit volume of the fluid.

In the following sections we apply this procedure to analyze the laminar boundary

layer flow and the laminar flow in ducts with various cross sections.

5.1.1 THE LAMINAR BOUNDARY LAYER

In a fluid flowing over a stationary flat plate a thin layer is created in which velocity

rapidly changes from zero value at the plate, surface to the unperturbed free-stream
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velocity far from the plate. This layer is called the boundary layer and the description

of the flow behavior in that layer is called the boundary-layer theory. Boundary-

layer equations are obtained from a simplification of the Navier-Stokes equations

when the ratio of the boundary layer thickness δ to a reference length L, δ/L, is

sufficiently small. By using an order-of-magnitude analysis it is possible to identify

in the balance equations small terms that can be neglected.

For a stationary flow with velocity U in the direction of x and with y perpendic-

ular to the plate, the following order-of-magnitude estimates can be noticed,

u ∼U, p ∼ ρU2, x ∼ L, y ∼ δ . (5.4)

Using these estimates, we can derive order-of-magnitude estimates for derivatives

and other variables that are present in the Navier-Stokes equations as follows,

∂u

∂x
∼ U

L
,

∂u

∂y
∼ U

δ
, v ∼ Uδ

L
,

∂ 2u

∂x2
∼ U

L2
,

∂ 2u

∂y2
∼ U

δ 2
. (5.5)

In particular, we note that the viscous term ν(∂ 2u/∂x2) is small compared with

ν(∂ 2u/∂y2) and can be neglected in the x-momentum equation (4.237). Perform-

ing similar order-of-magnitude estimates and neglecting small terms in the mass and

x-momentum balance equations, the following Prandtl boundary layer equations are

obtained,

∂u

∂x
+

∂v

∂y
= 0, (5.6)

u
∂u

∂x
+ v

∂u

∂y
=− 1

ρ

dp

dx
+ν

∂ 2u

∂y2
, (5.7)

where −(1/ρ)(dp/dx) represents a pressure gradient in the fluid far from the plate

surface. For potential steady flow, this term can be replaced with U(dU/dx), where

U(x) is the flow velocity far from the plate surface. The boundary conditions for the

equations are as follows: u = v = 0 at y = 0 and the velocity merging at the outer

edge of the boundary layer (u(x,y)→U).

Example 5.1: Drag Force on a Plate

Using the boundary layer theory, estimate the drag force on a finite plate of width
W = 0.25 m and length L = 1.25 m, wetted from both sides by liquid sodium that
is flowing with constant and uniform velocity U = 0.2 m/s. Assume the following
sodium velocity distribution in the boundary layer:

u

U
=





3
2

y
δ
− 1

2

( y
δ

)3
for 0 ≤ y ≤ δ (x)

1 for y ≥ δ (x)
. (5.8)

Assume a potential flow of sodium for y > δ (x) and that its temperature is the same
everywhere and equal to 450 K.
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∗ ∗ ∗

Solution: The drag force exerted on both sides of the plate can be found as,

FD = 2

∫ W

0

∫ L

0
τwdxdz, (5.9)

where τw is the wall shear stress given as,

τw = µ
∂u

∂y

∣∣∣∣
y=0

.

The x­momentum equation can be written as

ρu
∂u

∂x
+ρv

∂u

∂y
= ρU

dU

dx
+

∂τ

∂y
. (5.10)

Here we multiplied both sides of Eq. (5.7) with ρ and replaced −dp/dx with
ρU(dU/dx), and ρν(∂ 2u/∂y2) with ∂τ/∂y. Equation (5.10) can be now integrated
over the thickness of the boundary layer from 0 to δ and, after rearranging, we get,

∫ δ

0

∂τ

∂y
dy = ρ

∫ δ

0

(
u

∂u

∂x
+ v

∂u

∂y
−U

dU

dx

)
dy. (5.11)

We should note here that the integral on the left hand side is just the wall shear
stress with a minus sign,

∫ δ

0

∂τ

∂y
dy = τ(δ )− τ(0) =−τw.

Multiplying the mass conservation equation by u and adding to the term under
integral on the right hand side of the equation gives,

ρ

∫ δ

0

(
u

∂u

∂x
+ v

∂u

∂y
+u

∂u

∂x
+u

∂v

∂y
−U

dU

dx

)
dy =

ρ

∫ δ

0

(
∂u2

∂x
+

∂ (uv)

∂y
−U

dU

dx

)
dy = ρ

∫ δ

0

(
∂u2

∂x
−U

∂u

∂x
−U

dU

dx

)
dy

. (5.12)

Here we used the following relationship,

∫ δ

0

∂ (uv)

∂y
=Uve =−U

∫ δ

0

∂u

∂x
dy,

where from an integration of the mass conservation equation (5.6) over the bound­
ary layer thickness we obtained,

ve =−
∫ δ

0

∂u

∂x
dy.

Finally, after rearrangements we obtain the following von Karman momentum bal-
ance for the boundary layer,

τw = ρ
d

dx

∫ δ

0
(U −u)udy+ρ

dU

dx

∫ δ

0
(U −u)dy. (5.13)
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Since U = const, dU/dx = 0 and the second term on the right hand side is zero.
Substituting the velocity distribution given by Eq. (5.8) into (5.13) yields,

3

2

µU

δ
=

39

280
ρU2 dδ

dx
.

This first order differential equation can be now solved for δ and the following
expression for the boundary layer thickness is obtained,

δ (x) =

√
280

13

µx

ρU
≈ 4.641

√
µx

ρU
. (5.14)

Substituting this expression into Eq. (5.9), the drag force is found as,

FD =
1.293√

ReL

ρU2WL, (5.15)

where ReL is the Reynolds number based on the plate length defined as,

ReL =
ρUL

µ
. (5.16)

From the correlations given in §3.4 for sodium density and dynamic viscosity, we
have ρ = 909.4 kg/m3 and µ = 4.605 ·10−4 Pa·s. The Reynolds number is then

ReL =
909.4 kg/m3 ×0.2 m/s×1.25 m

4.609 ·10−4 Pa · s ≈ 4.937 ·105, (5.17)

and the drag force is found as

FD =
1.293√

4.937 ·105
×909.4 kg/m3 × (0.2 m/s)2 ×0.25 m×1.25 m

≈ 2.902 ·10−2 N

. (5.18)

The Prandtl boundary layer equations were first investigated and solved by Blasius,

who assumed dp/dx = 0 and applied the stream function ψ to represent velocities u

and v as follows,

u =
∂ψ

∂y
, v =−∂ψ

∂x
. (5.19)

Introducing the following non-dimensional variable

η =
y

2

(
ρU

µx

)1/2

, (5.20)

the stream function can be expressed as

ψ =

(
µUx

ρ

)1/2

f (η), (5.21)
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where f (η) is a new unknown function of η . Expressing velocities and their deriva-

tives in terms of f (η), the following ordinary differential equation is obtained,

f ′′′+ f f ′′ = 0, (5.22)

and the boundary conditions become,

for η = 0 f = 0, f ′ = 0,

for η → ∞ f → 1, f ′ → 2.
(5.23)

Equation (5.22) together with boundary conditions (5.23) can be solved numerically

and values of f , f ′, and f ′′ can be presented in tables as a function of η . From these

values, the velocities u and v can be obtained as,

u =
U

2
f ′(η), v =

1

2

(
µU

ρx

)1/2 (
η f ′(η)− f (η)

)
, (5.24)

whereas velocity gradients are as follows,

∂u

∂x
=−Uη

4x
f ′′(η),

∂u

∂y
=

U

4

(
Uρ

µx

)1/2

f ′′(η). (5.25)

If we assume that the boundary layer thickness corresponds to the distance from

the plate where u = 0.99U , the following expression for δ (x) can be obtained,

δ (x)≈ 4.96

√
µx

ρU
. (5.26)

Using the expression for the velocity gradient, the drag force on a plate of width W

and length L can be found as,

FD = 2

∫ W

0

∫ L

0
µ

(
∂u

∂y

)

y=0

dxdz

= 2

∫ W

0

∫ L

0

[
µU

2

√
ρU

µx
f ′′(0)

]
dxdz

=
1.328√

ReL

ρU2WL

, (5.27)

where f ′′(0) = 1.328 is used and ReL = ρUL/µ is the length-based Reynolds num-

ber.

The Blasius solution of the boundary-layer problem presented above agrees very

well with experimental data. Because of the neglect of the pressure gradient dp/dx,

the solution is most accurate at large local Reynolds numbers, Rex = xUρ/µ ≫ 1,

where this assumption is valid. However, the initial region for low Reynolds numbers

is quite small in most drag calculations. The theory is also limited by an upper value

of the local Reynolds number, due to a transition to turbulent flow. The transition
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is found to begin for the local Reynolds number in a range 3 · 105 < Rex < 3 · 106,

depending on the turbulence intensity of the approaching stream.

In addition to the exact boundary layer solutions, in which all parameters of in-

terest are predicted rather than assumed, there exist approximate solutions, in which

the velocity profile in the boundary layer is assumed. Such an approximate solution

is presented in Example 5.1. It is interesting to note that the approximate solution

yields quite similar results in terms of the boundary layer thickness and the drag

force on the plate, and gives results approximately only 3% below the exact solution.

5.1.2 LAMINAR CHANNEL FLOW

Laminar flow occurs in cases where the channel is relatively small, the fluid is mov-

ing slowly, and its viscosity is relatively high. At a sufficient length of the channel,

the hydrodynamic characteristics of the flow change from arbitrary inlet to stabilized,

or fully developed flow values, which are determined by the geometrical shape of the

channel. For several simple shapes the Navier-Stokes equations can be solved analyt-

ically, providing valuable information on velocity distribution and wall shear stress

values. In this section we discuss some important results obtained for fully developed

flows and developing flows. A fully developed flow is established in a channel after

a certain entrance length, which for laminar flows is fairly large. This length depends

both on the channel diameter and the Reynolds number.

Fully Developed Flow

We will first investigate fully developed laminar flow in circular tubes since the ob-

tained expressions are particularly simple. These results will be next extended to

laminar flows in non-circular channels.

Circular Channels

We will find the radial velocity distribution and the wall shear stress for a fully-

developed laminar upward flow through a circular channel. For the specified condi-

tions, the momentum equation can be written in the cylindrical coordinate system as

follows:

0 =−gρ − dp

dz
+

µ

r

d

dr

(
r

dw

dr

)
, (5.28)

where r–the tube radius, w–the r-dependent axial velocity, p–pressure, µ–dynamic

viscosity, ρ–density, and g–acceleration of gravity. The boundary conditions are as

follows:
dw

dr
= 0 at r = 0, (5.29)

w = 0 at r = R, (5.30)

where R is the pipe radius.

The differential equation and the boundary conditions can be expressed in a di-

mensionless form by introducing the following transformation of variables,

r = ξ R, w = ϑU. (5.31)
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Here ξ and ϑ are new dimensionless variables, and U is a velocity scale taken to be

equal to the mean velocity over the pipe cross section area,

U = 〈w〉2 ≡
1

πR2

∫ R

0
2πrw(r)dr. (5.32)

Substituting expressions (5.31) into Eqs. (5.28)–(5.30) yields,

1

ξ

d

dξ

(
ξ

dϑ

dξ

)
=

R2
(

dp
dz
+ρg

)

µU
=−P, (5.33)

dϑ

dξ
= 0 at ξ = 0, (5.34)

ϑ = 0 at ξ = 1. (5.35)

The general solution of Eq. (5.33) is as follows,

ϑ =−P

4
ξ 2 +C1 lnξ +C2, (5.36)

where P is a non-dimensional parameter defined by Eq. (5.33) and C1, C2 are inte-

gration constants. These constants can be determined from the boundary conditions

given by Eqs. (5.34) and (5.35) and the following dimensionless solution is obtained,

ϑ =
P

4

(
1−ξ 2

)
. (5.37)

We can now find the cross-section mean value of ϑ(ξ ) as,

ϑm ≡ 1 =
1

π

∫ 1

0
2πξ ϑ(ξ )dξ =

P

8
, (5.38)

where we noted that the mean value ϑm must be equal to one. Thus, the distribution

of non-dimensional velocity in the pipe is,

ϑ = 2
(
1−ξ 2

)
. (5.39)

Using the dimensional variables, the solution is as follows,

w(r) = 2U

[
1−
( r

R

)2
]
. (5.40)

As can be seen, the local fluid velocity at the centerline is equal to twice the average

velocity: w0 = w(0) = 2U . With known radial velocity distribution, the wall shear

stress can be found as,

τw =− µ
dw

dr

∣∣∣∣
r=R

=−R2

2

(
dp

dz
+ρg

)
=

P

2

Uµ

R
=

4Uµ

R
. (5.41)
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We note here that for the vertical upward flow
dp
dz

+ ρg < 0 and τw > 0. Opposite

signs should be taken for the vertical downward flow. For stagnant liquid we have
dp
dz

+ ρg = 0 and τw = 0, as expected. Substituting the obtained expression for the

wall shear stress into the definitions of friction factors, Eqs. (5.2) and (5.3), we get

the Fanning and Darcy friction factors for a circular pipe as follows,

C f =
16

Re
, λ =

64

Re
, (5.42)

where Re is the Reynolds number based on the pipe diameter.

Annuli

A cylindrical annulus consists of two coaxial circular cylinders of different radii. We

investigate a fully-developed axisymmetric laminar upward flow through the annulus

with outer radius R and inner radius Ri = κR, where 0 < κ < 1. We use the cylindri-

cal coordinate system (r,θ ,z), with the corresponding velocity components (u,v,w).
Since the flow is assumed to be fully developed and axisymmetric, u = v = 0 and

w = w(r), the only non-trivial conservation equation is the following radial compo-

nent of the momentum equation,

0 =−gρ − dp

dz
+

µ

r

d

dr

(
r

dw

dr

)
, (5.43)

with the no-slip boundary conditions at the walls,

w(r)|r=κR = 0 and w(r)|r=R = 0. (5.44)

Using a variable transformation given by Eq. (5.31), the ordinary differential equa-

tion to be solved is as given by Eq. (5.33), and the boundary conditions become,

ϑ = 0 at ξ = κ and ϑ = 0 at ξ = 1. (5.45)

Substituting the boundary conditions into the solution given by Eq. (5.36), the non-

dimensional velocity distribution is as follows,

ϑ(ξ ) =
P

4

[
1−ξ 2 +

(
κ2 −1

) lnξ

lnκ

]
. (5.46)

The mean non-dimensional velocity in the cross section of the annulus is found as,

ϑm ≡ 1 =
1

π(1−κ2)

∫ 1

κ
2πξ ϑ(ξ )dξ =

P

8

[
1−κ4

1−κ2
− 1−κ2

ln(1/κ)

]
. (5.47)

Thus,

P = 8

[
1−κ4

1−κ2
− 1−κ2

ln(1/κ)

]−1

, (5.48)
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and the non-dimensional velocity distribution can be written as,

ϑ(ξ ) = 2

[
1−ξ 2 +

(
κ2 −1

) lnξ

lnκ

][
1−κ4

1−κ2
− 1−κ2

ln(1/κ)

]−1

. (5.49)

The radial velocity is thus obtained as,

w(r) = 2U

[
1−
( r

R

)2

+
(
κ2 −1

) ln(r/R)

lnκ

][
1−κ4

1−κ2
− 1−κ2

ln(1/κ)

]−1

. (5.50)

The shear stress on the inner and outer wall can be found as,

τwi = µ
dw

dr

∣∣∣∣
r=κR

=−PUµ

4R

[
2κ − κ2 −1

lnκ

]
, (5.51)

and

τwo =− µ
dw

dr

∣∣∣∣
r=R

=
PUµ

4R

[
2− κ2 −1

lnκ

]
, (5.52)

respectively. The “effective” wall shear stress in a cross section is found as a

weighted mean value as follows,

τwe =
κτwi + τwo

1+κ
=

PUµ(1−κ)

2R
. (5.53)

The corresponding “effective” Fanning and Darcy friction factors are found as,

C f e =
2P

Re
(1−κ) =

16

Re

1−κ
1−κ4

1−κ2 − 1−κ2

ln(1/κ)

, λ =
64

Re

1−κ
1−κ4

1−κ2 − 1−κ2

ln(1/κ)

. (5.54)

For κ = 0 the expressions become identical with the ones derived for laminar flow

in a pipe.

Non-Circular Channels

As a first example of fully-developed laminar flow in a non-circular channel, we con-

sider a vertical upward flow between two parallel plates, whose length and width in

z and x directions, respectively, is very large when compared with their separation in

the y direction. Assuming the steady laminar flow of a Newtonian fluid with constant

properties in the positive direction of z axis, far from the inlet the flow will be fully

developed and the flow variables will have the following values:

u = v = 0, w = w(y), p = p(z), (5.55)

where u,v,w are velocity components in the positive directions of axes x,y and z,

respectively, and p is the pressure.

Taking into account the assumptions, the only non-trivial conservation equation,

from mass and momentum conservation equations specified in §4.8, is the following

momentum conservation equation in z-direction,

0 =−gρ − dp

dz
+µ

d2w

dy2
, (5.56)
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where y–the lateral coordinate normal to the plates, w–the axial velocity, p–pressure,

µ–dynamic viscosity, ρ–density, and g–acceleration of gravity. The solution has to

satisfy the following boundary conditions,

dw

dy
= 0 at y = 0, (5.57)

w = 0 at y = H. (5.58)

Here the separation between the plates is assumed to be equal to 2H.

A more compact solution of Eqs. (5.56)–(5.58) will be obtained if we introduce

the following non-dimensional variables,

y = ηH, w = ωU. (5.59)

Here η and ω are new dimensionless variables, and U is a velocity scale taken to be

equal to the mean velocity over the channel cross-section area,

U = 〈w〉2 ≡
1

H

∫ H

0
w(y)dy. (5.60)

Substituting expressions (5.59) into Eqs. (5.56)–(5.58) yields,

d2ω

dη2
=

H2
(

dp
dz
+ρg

)

µU
=−P, (5.61)

dω

dη
= 0 at η = 0, (5.62)

ω = 0 at η = 1. (5.63)

The general solution of Eq. (5.61) is as follows,

ω =−P

2
η2 +C2η +C1, (5.64)

where P is a non-dimensional parameter defined by Eq. (5.61) and C1,C2 are inte-

gration constants. These constants can be determined from the boundary conditions

given by Eqs. (5.62) and (5.63) and the following dimensionless solution is obtained,

ω =
P

2

(
1−η2

)
. (5.65)

We can now find the cross-section mean value of ω(η) as,

ωm ≡ 1 =
∫ 1

0
ω(η)dη =

P

3
, (5.66)

where we noted that the mean value ωm must be equal to one. Thus, the distribution

of non-dimensional velocity between two parallel plates is,

ω(η) =
3

2

(
1−η2

)
. (5.67)
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Using the dimensional variables, the solution is as follows,

w(y) =
3U

2

[
1−
( y

H

)2
]
. (5.68)

As can be seen, a parabolic velocity distribution is obtained with the maximum value

equal to w(0) = 3U/2.

The wall shear stress is obtained as,

τw =− µ
dw

dy

∣∣∣∣
y=H

=
3Uµ

H
, (5.69)

and the corresponding Fanning and Darcy friction factors are

C f ≡
τw

1
2
ρU

=
6µ

HUρ
, λ ≡ 4τw

1
2
ρU

=
24µ

HUρ
. (5.70)

The friction factors are usually expressed in terms of a Reynolds number

Re = ρUD/µ , where D is a hydraulic diameter of the channel. Since for flow be-

tween parallel channels Dh = 4H, the friction factors become,

C f =
24

Re
, λ =

96

Re
. (5.71)

For flow in rod bundles with rod diameter DR and triangular lattice with pitch

P, the friction factor can be determined similarly to the circular channel, using an

effective diameter that is provided as follows [129],

De f f =
2ε

(1− ε)2

(
ε

2
− 3

2
− lnε

1− ε

)
Dh, (5.72)

where ε is a fraction of the channel cross-section area occupied by the rods, which

for the triangular lattice is found as,

ε =
π

2
√

3

(
DR

P

)2

. (5.73)

The method is applicable to rod bundles with P/DR > 1.3.

Developing Flow

Just downstream of the channel entrance the velocity changes from uniform to fully

developed distribution. The channel region where this velocity distribution takes

place is called the entrance or developing section and the length of this section is

called the hydrodynamic entrance length. Velocity distribution and pressure drop

in the hydrodynamic entrance region in a round tube with uniform velocity distribu-

tion at the tube entrance can be approximated with the following expressions [247],

w

U
= 2(1−η2)−4

∞

∑
n=0

1

β 2
n

[
1− J0(βnη)

J0(βn)

]
exp
(
−4β 2

n ζ
)
, (5.74)
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∆p

ρU2/2
= 64ζ +

2

3
−8

∞

∑
n=0

1

β 2
n

exp
(
−4β 2

n ζ
)
, (5.75)

where J0 is the Bessel function of first kind and zero order, βn (n = 1,2, ...) are roots

of the Bessel function of first kind and second order J2, ζ = z/DRe, η = r/R, w is

the axial local velocity, and U is the mean velocity. The Fanning friction factor is

given as,

C f =
16

Re
+

8

Re

∞

∑
n=0

exp
(
−4β 2

n ζ
)
. (5.76)

For ζ < 0.001 a simple approximation for the Fanning friction factor is given as,

C f ,z =
1.72

Re
√

ζ
. (5.77)

For a channel with an arbitrary cross-section, pressure drop in the whole length of

the hydraulically developing section can be estimated from the following expression,

∆p

ρU2/2
=

C1

Re

z

Dh

+C2, (5.78)

where C1 is the coefficient in the Darcy friction factor λ =C1/Re for fully-developed

flow in the channel and C2 is obtained as,

C2 =
2

A

∫

A

[(w

U

)3

−
(w

U

)2
]

dA, (5.79)

where w is the fully-developed velocity distribution in the channel cross-section area

and U is the mean velocity. The total length of the hydrodynamic entrance section

Lh in a channel can be estimated from the following expression,

Lh/Dh = 0.055 Re, (5.80)

where Dh is the equivalent (hydraulic) diameter of the channel.

The entrance region of a channel with laminar flow is characterized by a changing

velocity profile due to developing shear layers along the channel walls. The excess

pressure drop in this region is due to both increased shear in the boundary layers and

the acceleration of the core flow. Assuming that the point where the developing cen-

terline velocity equals 99 percent of the maximum value of the fully developed flow

corresponds the end of the developing region, the so called hydrodynamic entrance

length Lh can be found as [199],

Lh

D
=

0.6

1+0.035Re
+0.056Re. (5.81)

The following formula for friction coefficient, valid for many duct shapes, has been

proposed [197],

C f ,zRe =
3.44√

ζ
+

C f Re+K∞/4ζ −3.44/
√

ζ

1+ c/ζ 2
, (5.82)
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where ζ = (z/D)/Re. The constants C f Re, K∞ and c depend on the duct shape and

are equal to 16, 1.25 and 2.12×10−4 for a circular pipe and 1.23, 1.43, and 2.9×10−4

for a square, respectively.

5.1.3 THE TURBULENT BOUNDARY LAYER

For fully-developed turbulent flows in channels, the axial velocity significantly

changes in the region close to the walls. This region, called a turbulent boundary

layer, is very important for the mass, momentum, and heat transfer processes. Exper-

iments and theoretical investigations show that the mean velocity and temperature

profiles in the turbulent boundary layer follow some general principles when ex-

pressed in terms of length and velocity wall units.

The distance from the wall measured in wall units is denoted by,

y+ ≡ y

δν
=

uτ y

ν
, (5.83)

where the viscous lengthscale is defined as,

δν ≡ ν

√
ρ

τw

=
ν

uτ
, (5.84)

and the friction velocity is given as,

uτ =

√
τw

ρ
. (5.85)

Here τw is the wall shear stress, which is entirely due to viscous contribution and

can be defined in terms of the mean axial velocity gradient at the wall surface as,

τw ≡ µ

(
du

dy

)

y=0

. (5.86)

The Mean Velocity Profile

At a high Reynolds number there is an inner layer close to the wall in which the

mean velocity profile is determined by the viscous scales, independent of the channel

radius and the bulk velocity. As a result, a dimensionless velocity in the inner layer,

u+ ≡ u

uτ
, (5.87)

depends solely on y+. The relationship,

u+ = fw

(
y+
)
, (5.88)

is called the law of the wall. Here fw is a universal function for boundary layers,

channel flows, and pipe flows. In the viscous sublayer, when y+ < 5, the following

linear relation is valid,

u+ = y+. (5.89)
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For larger y+ the velocity profile is such that the mean velocity gradient is,

du+

dy+
=

1

κy+
, (5.90)

where κ is the von Kármán constant. Equation (5.90) integrates to,

u+ =
1

κ
lny++B, (5.91)

where B is a constant. There is some variation in the values ascribed to constants κ
and B, but generally they are taken as,

κ = 0.41, B = 5.2. (5.92)

The logarithmic equation (5.91) together with constants (5.92) is referred to as the

log law. The mean velocity profile and the various wall regions and layers are shown

in Fig. 5.1.

5 10 30 50 100 1000 y+

u+ = y+

u+ = 1
κ lny++B

5

10

15

20

25

u+

a b c

d
e

f
g

typical experimental data

Figure 5.1 The mean velocity profile and various wall regions and layers defined in

terms of y+ and y/δ for turbulent channel flow at high Reynolds number: a–viscous

sublayer (y+ < 5), b–buffer layer (5 < y+ < 30), c–overlap region (y+ > 50), d–

viscous wall region (y+ < 50), e–outer layer (y+ > 50, f –inner layer (y/δ < 0.1),

g–log-law region (y+ > 30, y/δ < 0.3).
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There are many attempts to develop velocity profile correlations that are valid

through several wall regions and layers shown in Fig. 5.1. One example is the Re-

ichardt correlation [185],

u+ =
1

κ
ln(1+κy+)+7.8

[
1− e−y+/11 − y+

11
e−y+/3

]
. (5.93)

For entire wall-related region, the following correlation was proposed by Spalding

[210],

y+ = u++ e−κB

[
eκu+ −1−κu+− (κu+)2

2
− (κu+)3

6

]
. (5.94)

This expression is an excellent fit to inner-law data from the wall to after y+ > 300.

The Mean Temperature Profile

In analogy to the mean velocity profile in the turbulent boundary layer, a universal

mean temperature profile can be formulated for turbulent flows with heat transfer.

With constant properties λ , ρ , cp, and ν , we can introduce the wall conduction

temperature as follows,

T ∗ =
q′′w

ρcpuτ
, (5.95)

where q′′w is the Reynolds averaged wall heat flux. This heat flux is assumed to be

constant throughout the boundary layer and to consist of two components,

q′′w = q′′
λ
+q′′t , (5.96)

where the molecular heat flux is defined as

q′′
λ
≡−λ

∂T

∂y
, (5.97)

and the turbulent heat flux is given as

q′′t ≡ ρcpT ′v′. (5.98)

Defining the dimensionless temperature and the dimensionless turbulent heat flux as,

respectively,

T+ ≡ Tw −T

T ∗ , (q′′t )
+ ≡ q′′t

q′′w
, (5.99)

the following equation for the wall layer is valid,

1

Pr

dT+

dy+
+(q′′t )

+ = 1, (5.100)

with the boundary conditions,

y+ = 0, (q′′t )
+ = 0. (5.101)
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Several formulations of the temperature log-law have been proposed in the literature,

assuming the following general relationship,

T+(y+,Pr) =

{
Pr y+ in viscous sublayer y+ < 5
1

κT
lny++β (Pr) in logarithmic region 30 < y+

, (5.102)

where Pr = µcp/λ and κT and β (Pr) are given as [193],

κT = 0.47, β (Pr) = 13.7 Pr2/3 −7.5, (5.103)

or [117],

κT = 0.47, β (Pr) =
(

3.85 Pr1/3 −1.3
)2

+2.12lnPr. (5.104)

A correlation that is valid in the near wall region, in the logarithmic region, and

across the overlap boundary layer is given as [118],

T+ = Pry+e−L +
[
2.12ln(1+ y+)+β

]
e−1/L, (5.105)

where

β =
(

3.85Pr1/3 −1.3
)2

+2.12ln(Pr), (5.106)

and

L =
0.01(Pry+)4

1+5Pr3y+
. (5.107)

5.1.4 TURBULENT CHANNEL FLOW

In laminar flow the fluid velocity is low enough to prevent unstable, random, and

unpredictable movements of fluid particles. Thanks to this, no time smoothing is

necessary, and the balance equations can be expressed in terms of instantaneous val-

ues of flow variables. For general engineering purpose, it can be assumed that in a

round tube, laminar flow prevails when Re < 2100 and turbulent flow exists when

Re > 4000. For 2100 < Re < 4000 transitional flow takes place. When flow becomes

turbulent the flow becomes inherently unstable. For such flows steady distributions of

flow parameters can be obtained by proper time averaging of their instantaneous val-

ues. Experiments show that steady distributions of flow parameters for turbulent flow

are significantly different from their laminar counterparts. For example, the radial

distribution of the mean velocity in a circular pipe no longer follows the parabolic

function and the presence of a thin turbulent boundary layer can be observed.

The transition from laminar to turbulent flow drastically changes the mixing,

transport, and drag properties of fluids. Unlike laminar flows, turbulent flows cannot

be represented in terms of analytical solutions, even when considered in the simplest

geometries, such as flows in round tubes or flows between infinite parallel plates.

Thus, turbulent flow theory relies almost entirely on experimental investigations,

from which proper computational models are derived.
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Fully Developed Flow

Just like in laminar flows, the hydrodynamic characteristics of turbulent flow in a

channel transition from arbitrary inlet conditions to stabilized, fully-developed val-

ues once a sufficient length of the channel is reached. In this sub-section we discuss

the main characteristics of fully-developed turbulent flow in circular and non-circular

channels.

Circular Channel

In the early 1930s it was established experimentally by Nikuradse that irrespective of

the Reynolds number of mean flow, velocity distribution for smooth pipes is always

given by the formula,

u+ = 5.75logy++5.5, (5.108)

where u+ and y+ are the dimensionless velocity and the distance from the wall,

respectively. More recent measurements of the turbulent flow of various fluids in

circular pipes provide a somewhat more involved expression as follows,

u+ =





y+
[
1− 1

4
(y+/14.5)3

]
in viscous sublayer y+ < 5

5ln(y++0.205)−3.27 in buffer layer 5 < y+ < 30

2.5lny++5.5 in log-law region 30 < y+
. (5.109)

As an alternative to the logarithmic velocity distribution, the power law can be used.

For turbulent flow in a pipe with radius R, the velocity distribution is roughly de-

scribed by the following expression,

w(r)

w0
≈
(

1− r

R

)1/n

, (5.110)

where w0 is the velocity at the center of the pipe and the exponent n varies with the

Reynolds number. This power law agrees reasonably well with experimental data for

r/R > 0.04, but is not applicable close to the wall, where the velocity profile gives

an infinite velocity gradient.

The ratio of the average velocity to the centerline velocity may be calculated for

the power-law velocity profile and the result is,

U

w0
=

n2

(n+1)(2n+1)
. (5.111)

This expression shows that with increasing n the ratio of the average velocity to the

centerline velocity increases. As a representative value for fully developed turbulent

flow, 7 is often used for the exponent, giving rise to the term “a one-seventh power

profile”.

The friction factor for turbulent flow is obtained from experimental data. One

of the first correlations for the friction factor was obtained by Blasius who used

data obtained in smooth tubes and employed dimensional analysis, and proposed the

following relationship,

C f =
0.0791

Re1/4
. (5.112)
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This formula has a rather narrow range of applicability limited to smooth circular

tubes for turbulent flow with Raynolds number in a range from 4× 103 to 105. For

any Reynolds number greater than 4×103, the following formula can be used [233],

1√
C f

= 4.0log
(
Re
√

C f

)
−0.396. (5.113)

This formula was derived by Prandtl and can be used for smooth-wall turbulent pipe

flow instead of the Blasius formula.

The Prandtl formula is implicit, since for given Reynolds number, one has to

iterate to compute C f . This annoyance is avoided by instead using the following

formula [65],

C f =
1

4(1.82logRe−1.64)2
, (5.114)

which gives practically the same results as the Prandtl formula for Re in the range

from 104 to 5×106.

Non-Circular Channels

For turbulent flow between parallel plates with smooth surfaces, the Fanning friction

factor can be calculated as [233],

1√
C f

= 4.0log
(
Re
√

C f

)
−1.18, (5.115)

where Re = UDh/ν and Dh = 4H. Here H is the half-width between plates and Dh

is the hydraulic diameter of the channel.

A general rule for estimating turbulent friction in non-circular channels is to use

pipe-friction law given by Eq. (5.113) based on an effective Reynolds number [116],

Ree f f =
UDe f f

ν
where De f f = Dh

16(
C f Re

)
lam

, (5.116)

where
(
C f Re

)
lam

is found for laminar flow condition in the same non-circular chan-

nel and Dh is the hydraulic diameter of the channel.

For turbulent flow in a rod bundle with triangular lattice and 1.0 ≤ P/DR ≤ 1.5,

the friction factor can be found from Eq. (5.114) multiplied by the correction factor

(0.96P/DR+0.63). For both the triangle and the square lattice, the following formula

is applicable [2],

C f = A

(
PwC

PwR

)(
AC

AR

)m

Re−0.25, (5.117)

where PwC and PwR–wetted perimeter of the channel and the rod, respectively, AC

and AR–cross-section area of the channel and the rod, respectively, and A and m are

constants given as:

For triangular lattice and 4×103 ≤ Re ≤ 105: A = 0.1175, m = 0.35,

For square lattice and 103 ≤ Re ≤ 5×104: A = 0.095, m = 0.45 .
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Effect of Roughness

Wall roughness has little influence upon laminar flow, however, in turbulent flow,

even a small roughness will break up the thin viscous sublayer and significantly

increase the wall friction. As a result, both the friction pressure drop and the heat

transfer intensity in a channel are affected.

For turbulent flow in pipes with rough walls the following formula has been de-

rived by C.F. Colebrook and later plotted by L.F. Moody [165],

1√
C f

=−4.0log

(
k/D

3.7
+

1.255

Re
√

C f

)
, (5.118)

where k is the average roughness height. This formula is implicit and iterations are

required. An explicit formula of the Colebrook-Moody correlation was proposed by

Haaland [82],

1√
C f

=−3.6log

[(
(k/D

3.7

)1.11

+
6.9

Re

]
. (5.119)

More correlations for friction factors are provided in Appendix C.

5.2 ONE­DIMENSIONAL BULK FLOW

One-dimensional coolant channels are used for an approximate calculation of the

axial distribution of pressure, temperature, and enthalpy in a core. In such channels

it is assumed that the lateral distribution of flow parameters can be neglected and

that their axial distribution can be expressed in terms of the values averaged over the

cross-section area. In this section, we discuss the main futures of one-dimensional

single-phase flows in channels.

5.2.1 CONSERVATION EQUATIONS

Using area-averaging of instantaneous conservation equations and making some sim-

plifications, the following set of one-dimensional conservation equations is obtained,

Continuity equation
∂ρ

∂ t
+

1

A

∂ (ρUA)

∂ z
= 0 , (5.120)

Linear momentum equation

∂ (ρU)

∂ t
+

1

A

∂

∂ z

(
ρU2A

)
+

∂ p

∂ z
+

∂τzz,e

∂ z
+

Pwτw

A
+ρgz = 0 , (5.121)

Energy equation

∂

∂ t

[(
i+

U2

2

)
ρ

]
+

1

A

∂

∂ z

[(
i+

U2

2

)
ρUA

]
− q′′wPH

A
−q′′′+

1

A

∂

∂ z
(τzzUA)+

1

A

∂

∂ z

(
q′′zz,eA

)
+gzρU +

Dp

Dt
= 0

. (5.122)
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In these equation ρ is the area-averaged density, U is the area-averaged and density-

weighted velocity, and i is the area-averaged and density-weighted specific enthalpy

of the fluid. We will now consider a special case of these conservation equations

that is particularly useful in thermal-hydraulics of nuclear systems to predict total

pressure drop in a channel.

Pressure Drop in Steady­State Adiabatic Flow

For steady-state flows, the mass conservation equation becomes,

∂ (ρUA)

∂ z
= 0. (5.123)

It is convenient to introduce the mass flow rate as,

W ≡ ρUA, (5.124)

and the steady-state mass conservation equation becomes,

dW

dz
= 0, W = constant . (5.125)

Thus, the steady-state mass conservation equation requires that the mass flow rate

is constant along the channel, irrespective of density changes, velocity changes, and

cross-section area changes.

We can note here that a similar result is obtained when we assume that the fluid

density is constant and thus its time derivative is zero. In such conditions, the mass

conservation equation will be satisfied when the volumetric flow rate, defined as,

Q ≡UA, (5.126)

is constant along the channel. Finally, when the channel cross-section area is con-

stant, the mass conservation equation will be satisfied when the mass flux, defined

as,

G ≡ ρU, (5.127)

is constant along the channel.

Neglecting the axial equivalent shear stress, τzz,e, the steady-state linear momen-

tum equation becomes,

W 2

A

d

dz

(
1

ρA

)
+

dp

dz
+

Pwτw

A
+ρgz = 0 , (5.128)

where we used the fact that W is constant along the channel. Introducing the friction

factor given by Eq. (5.2) and the hydraulic diameter defined in Eq. (5.134), we can

express the wall shear stress term as

Pwτw

A
=

4

Dh

· C f

2
ρU2 =

4C f

Dh

W 2

2ρA2
. (5.129)
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The pressure gradient along the channel is now give as,

−dp

dz
=

W 2

A

d

dz

(
1

ρA

)
+

4C f

Dh

W |W |
2ρA2

+ρgz . (5.130)

In this equation, we replaced W 2 with W |W | to have a correct sign of this term both

for flow in the channel positive direction (W > 0), when due to friction the pressure

decreases with increasing z, and for flow in the channel negative direction (W < 0),

when due to friction the pressure increases with increasing z.

Integration of Eq. (5.130) along the channel length yields the total pressure drop

in the channel. Assuming a constant cross-section area of the channel we get,

−(p2 − p1) =

(
W

A

)2(
1

ρ2
− 1

ρ1

)
+

4C f

Dh

W |W |
2A2

∫ z2

z1

dz

ρ
+gz

∫ z2

z1

ρdz . (5.131)

The first term on the right-hand side of the equation represents a pressure drop due

to fluid acceleration, the second term represents an irreversible pressure loss due to

friction, and the last term is a pressure drop due to gravity. We should note that the

acceleration term in a channel with a constant cross-section area and a constant fluid

density will be equal to zero. Under such conditions, the total pressure drop in the

channel is,

−(p2 − p1) =
4C f L

Dh

W |W |
2ρA2

+ρgzL , (5.132)

where L = z2 − z1 is the channel length.

With a constant density and a variable channel cross-section area the acceleration

term will not be zero and the corresponding pressure drop can be found as,

−(p2 − p1)acc =
W 2

ρ

∫ z2

z1

1

A

d

dz

(
1

A

)
dz =

W 2

2ρ

∫ z2

z1

d

(
1

A2

)

=
W 2

2ρ

(
1

A2
2

− 1

A2
1

) . (5.133)

As can be seen, the pressure drop due to acceleration relies solely on the cross-

sectional areas of the channel’s inlet and outlet. Interestingly, the nature of the area

variation throughout the channel does not influence it.

5.2.2 ONE­DIMENSIONAL GEOMETRY APPROXIMATIONS

The channel geometry is described by equivalent parameters such as the flow cross-

section area A, wetted perimeter Pw, heated perimeter PH , hydraulic diameter Dh, and

heated perimeter PH . These equivalent quantities are derived from the primary ge-

ometry parameters characterizing a fuel rod assembly. Examples of possible coolant

channels in square and triangular lattices are shown in Fig. 5.2. Assuming uniform

flow and power distributions in rod bundles, all subchannels shown in Fig. 5.2 are
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Figure 5.2 Various subchannel shapes in a square (a) and hexagonal (b) lattice:

DR - rod diameter, P - rod pitch.

equivalent from the point of view of thermal-hydraulics. Thus, an infinite and uni-

form rod bundle can be accurately represented by a single subchannel, since all ve-

locity and temperature gradients on subchannel boundaries are equal to zero. Such

an ideal approximation is called the isolated subchannel model.

In reality, however, the power and coolant flow are distributed non-uniformly

within a fuel assembly, giving rise to non-uniform distribution of other parameters

such as coolant velocity, density, and temperature. In such situations a better one-

dimensional approximation of the fuel assembly should include all fuel rods in the

assembly leading to the isolated assembly model.

Isolated Subchannel Model

An equivalent coolant channel to represent non-circular subchannels can be derived

as shown in Fig. 5.3. Using a circularization, subchannels can be represented by

an equivalent tube with the diameter Dh, as shown in Fig. 5.3 (a) and (c), or as an

annulus with the inner diameter Di and outer diameter Do, as shown in Fig. 5.3 (b).

The equivalent tube diameter to represent a subchannel with flow area A and wetted

perimeter Pw can be found from the following formula,

Dh =
4A

Pw

. (5.134)

Using the subchannel shapes shown in Fig. 5.3, the flow area can be found as,

A =





P2 − πD2
R

4
= π

4

(
D2

o −D2
i

)
for a square lattice

√
3

4
P2 − πD2

R
8

for a triangular lattice

, (5.135)
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Figure 5.3 Circularization of non-circular subchannels: (a) coolant-centered

square subchannel, (b) rod-centered square subchannel, (c) coolant-centered trian-

gular subchannel.

and the wetted perimeters are,

Pw =





πDR = πDi for a square lattice

πDR
2

for a triangular lattice
. (5.136)

From Eqs. (5.135) and (5.136) we find the outer diameter of the annular subchannel

as,

Do = P

√
4

π
, (5.137)

and the hydraulic diameter of the subchannels as,

Dh =





[
4
π

(
P

DR

)2

−1

]
DR for a square lattice

[
2
√

3
π

(
P

DR

)2

−1

]
DR for a triangular lattice

. (5.138)

Subchannels shown in Fig. 5.3 are examples of systems that cannot be analyzed

by solving the balance equations analytically. We need to take experimental data, or

rely on numerical predictions, if the distributions of flow parameters, such as veloc-

ity, pressure, and wall shear stress, are needed. However, one can use the dimensional

analysis of the balance equations and by proper scaling up or down of the system,

the solution can be derived from another one based on the similarity principle. It can

be shown that two systems have exactly the same solution if they have geometric

similarity and dynamic similarity. Two systems are geometrically similar if they

have the same shape and the ratios of all dimensions are the same. The systems are

dynamically similar if the dimensionless groups (such as the Reynolds number) in

the differential equations and in the boundary conditions are the same.
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The circularization approach violates the principle of the geometric similarity,

thus, the solution of balance equations in the circular geometry is not equivalent to

the solution in the actual subchannel geometry, even when the dynamic similarity is

preserved. Nevertheless, the circular geometry is often used as a reference system

to obtain experimental data or to find an analytic solution. Such reference solution

can be applied to the real subchannel geometry as a base solution, whose accuracy

is improved by using proper correction coefficients. For example, most correlations

for friction loss coefficient are derived from experimental data obtained in tubes, and

then the correlations are adapted to the subchannel geometry by employing modifi-

cations or correction factors.

5.3 TURBULENT FLOW IN FUEL ROD ASSEMBLIES

Experimental data indicate that turbulent flow in fuel rod assemblies exhibits dis-

tinct characteristics compared to turbulent flow in circular tubes. The main parameter

that influences the flow pattern is the pitch-to-diameter ratio, P/DR. With decreasing

P/DR ratio, both the turbulence intensity and the dominant frequency of turbulent

fluctuations increase. The distribution of wall shear stress on the rod surface is non-

uniform in the azimuthal direction, with a minimum value at a point facing the gap

and a maximum value at a point facing the channel. The distribution of turbulence

kinetic energy in the normal-to-wall direction is characterized by a maximum value

near the wall and minimum values at the gap and subchannel centers. However, the

turbulent kinetic energy at the gap center is significantly higher than that at the sub-

channel center. In addition, for P/DR < 1.2, significant periodic flow pulsations are

observed through the gaps between neighboring rods.

Due to the complex pattern of the turbulence in fuel rod assemblies, the lin-

ear eddy viscosity Reynolds averaged Navier-Stokes (RANS) model predictions are

inaccurate. To properly capture the turbulence pattern, it is necessary to use a higher-

order turbulence model, such as unsteady RANS with the Reynolds stress model,

Large Eddy Simulations (LES), or Direct Numerical Simulations (DNS).

PROBLEMS

PROBLEM 5.1

Simplifying and solving the energy conservation for flow in a channel given

by Eq. (5.122), find the axial enthalpy distribution for uniform and cosine axial

distributions of the heat flux.

PROBLEM 5.2

Using the isolated subchannel model, find the pressure drop in a triangular sub-

channel with a rod diameter equal to 10 mm and a pitch-to-diameter ratio equal

to 1.2. Assume water at 17.5 MPa pressure and 550 K temperature flowing with

mass flux equal to 2500 kg m−2 s−1.
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PROBLEM 5.3

Assume that the velocity distribution in a laminar boundary layer can be rep-

resented as u/U = a(y/δ )+ b(y/δ )2 + c(y/δ )3, where u is the velocity in the

boundary layer, U is the velocity at the outer edge of the boundary layer , y is the

distance from the surface, δ is the boundary layer thickness, and a, b, and c are

constants. Apply boundary conditions at the surface: y = 0, u = 0, d2u/dy2 = 0

and at the outer edge of the boundary layer: y = δ , u =U, du/dy = 0 and show

that the velocity profile is given by Eq. (5.8).



6 Multiphase Flows in
Channels

Multiphase flow is a term used to describe the concurrent flow of more than one phase

of matter, which interacts via shared interfaces. A common example of this is the co-

flow of liquid and gas, such as water and vapor moving together within a conduit.

This particular instance of multiphase flow is frequently observed both in natural

environments and industrial systems. Generally, a multiphase flow can involve the

coexistence of solid, liquid, and gas phases. This results in three types of interfaces:

between liquid and gas, between solid and gas, and between liquid and solid.

In multiphase flow, an interface is defined as a thin region separating two do-

mains, each occupied by a distinct phase. Within this interface, physical properties

transition from one phase to the other. For an interface to form, the adjacent phases

must be immiscible. If one of the phases is solid, the interface’s shape remains con-

stant despite changes in flow conditions, and is determined by the solid domain’s

surface shape. Conversely, when both phases are non-solid, the interface’s shape is

dictated by local flow conditions. In such instances, the interface’s shape must be

determined in conjunction with the velocity, pressure, and temperature fields of the

adjacent fluids.

The numerical approaches for solving multiphase flow problems can roughly

be divided into two categories: an interface resolving method using a single set of

conservation equations for both phases and a phase-averaging method using a set

of conservation equations for each phase separately. While the former allows one to

follow the evolution in time and space of the interface and provides instantaneous

values of flow parameters as a single continuous field, the latter provides the phase-

averaged flow parameters as a continuous field for each phase separately.

The method of resolving the interface applies the same approach to each single-

phase domain of a multiphase flow as discussed for single-phase flows in chapter

4. Since only one flow field is considered throughout the domain, the method is

referred to as a single-field method. To resolve the interface, either interface tracking

or interface capturing method is used.

In interface tracking methods, the position of the interface is explicitly tracked,

which requires meshes that are updated as the flow evolves. By aligning the mesh cell

boundary with the interface, each cell belongs to a single phase only in the flow. The

boundary integral method, front-tracking method, and immersed boundary method

are examples of the interface tracking methods.

In interface capturing methods the interface is not tracked explicitly, but instead

is implicitly defined through an interface function, such as the level-set, color, or

phase-field function. The advantage of these methods is that there is no need of up-

dating the meshes with the evolving flows.
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6.1 INSTANTANEOUS CONSERVATION EQUATIONS

The instantaneous conservation equations derived in §4.2 for single-phase flows are

also valid for multiphase flows for all locations in the flow domain that do not contain

the interface. The interface has to be excluded from the solution domain since various

flow variables suffer discontinuities when it is crossed. Clearly, a special treatment

of the interface in multiphase flows is required. The following section discusses the

main methods that are applied for the inclusion of the interfacial effects into the

instantaneous conservation equations.

6.1.1 INTERFACE TREATMENT

A primary function of the phase interface is to separate phases with different prop-

erties or different behavior of the material. There are two main groups of contin-

uum models for the phase interface. One group of models represents it as a three-

dimensional region, while the other depicts it as a two-dimensional surface trans-

ported in a three-dimensional space. The models are shortly considered below.

Three­Dimensional Interface

There is currently considerable evidence that fluid properties continuously vary

across the interface and that it can be regarded as a three-dimensional region with

several molecule diameters in thickness. In the three-dimensional model of an inter-

face, a region of finite thickness is assumed in which the properties or behavior of

the material differ from those of the adjoining phases. The stress tensor is a func-

tion of the rate of deformation tensor and includes additional variables, such as the

gradient of density. The stress and velocity have continuous distributions across the

interface region. The three-dimensional model of the interface is more realistic and

has a greater potential to predict the properties and behavior of the material within

the interface region.

Two­Dimensional Interface

In an approach proposed by Gibbs, there is a hypothetical two-dimensional dividing

surface that lies within or near the interfacial region and separates two homogeneous

phases. Any excess mass, momentum, and energy not accounted for by the adjoining

homogeneous phases can be assigned to the dividing surface. For any variable such

as density or viscosity, there are two distributions to be considered on either side of

the dividing surface. The advantage of the two-dimensional model is simplicity in

solving problems and ease in analysis of experimental data [205].

It is commonly accepted that the dividing surface coincides with the phase inter-

face. This is our primary assumption in this text and in continuation we will use the

terms “interface” and “phase interface” as synonymous with the dividing surface.
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Unit Normal Vector

Assuming that the time-dependent position of the interface in three-dimensional

space is given as f (x,y,z, t) = 0, a unit normal vector to the interface is given by,

n =
∇ f

|∇ f | . (6.1)

Here it is assumed that ∇ f is defined and |∇ f | 6= 0 at each point of the surface. The

outward unit normal vector from bulk fluid k is denoted as nk. Thus for an interface

with adjoining phases k and l we have,

nk =−nl . (6.2)

Speed of Displacement

Upon differentiating function f with respect to time following a given point on the

interface we have,
∂ f

∂ t
+∇ f ·vi = 0, (6.3)

where vi is a velocity vector of the point on the interface, which in general has both

normal and tangential components. Combining Eqs. (6.1) and (6.3) we obtain the

speed of displacement of the surface as,

vin ≡ vi ·n =−∂ f/∂ t

|∇ f | . (6.4)

6.1.2 PHASIC CONSERVATION EQUATION

Following a similar approach as used in §4.3 for single-phase flow, the generic inte-

gral and differential conservation equations are obtained as follows,

d

dt

(∫∫∫

V (t)
ρkψkdV

)
=−

∫∫

S(t)
[ρkψk(vk ·nk)+nk ·Jk]dS+

∫∫∫

V (t)
ρkφkdV, (6.5)

∂ (ρkψk)

∂ t
+∇ · (ρkψkvk +Jk)−ρkφk = 0, (6.6)

where the definitions of the terms in the equations are given in Table 6.1.

6.1.3 JUMP CONDITIONS AT THE INTERFACE

The instantaneous differential conservation equations derived in §4.2 are not valid

at the interface due to discontinuities of flow variables. However, the conservation

equations can be expressed in terms of so called jump conditions which relate values

of conserved quantities on both sides of the interface. By considering an integral
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TABLE 6.1

Definitions of Terms in the Generic Conservation Equations (6.5) and (6.6)

Conserved Quantity ψk Jk φk

Mass 1 0 0

Linear momentum vk −Tk ≡ pkI− τττk bk

Angular momentum r×vk −(r×Tk)
T r×bk

Total energy eIK,k ≡ eIk +
1
2

v2
k q′′

k −Tk ·vk bk ·vk +
1

ρk
q′′′k

Entropy sk
1
T

q′′
k

1
ρk

∆sk

balance equation for quantity ψ over a material volume divided by a non-material

interface into two parts, the following jump conditions can be derived [52, 112, 113],

dsψi

dt
+ψi∇s ·vi =

2

∑
k=1

[ρkψknk · (vk −vi)+nk ·Jk]−Aαβ gln

(
tn
α Jl∗

i

)
,β
+φi. (6.7)

Here ψk is the conserved quantity, ρk is the fluid density, vk is the velocity vec-

tor, and Jk is the flux of quantity ψ in phase k. The symbols ds/dt, ∇s, Aαβ , gln,

tn
α , and (),β denote the convective derivative with the surface velocity vector vi,

the surface divergence operator, the surface metric tensor, the space metric tensor,

the hybrid tensor, and the surface covariant derivative, respectively. The left-hand

side of Eq. (6.7) represents the time rate of change of ψi on the interface including

the effect of surface dilatation. The terms on the right-hand side of the equation are

the convective and molecular fluxes from the bulk phases, the surface flux, and the

surface source, respectively.

6.2 SINGLE­FIELD METHODS

Single-field methods are based on a solution of single-phase conservation equations

supplemented with an interface propagation model. As already mentioned, the inter-

face propagation models can roughly be divided into two categories: interface track-

ing and interface capturing methods. In the interface tracking methods, the position

of the interface is explicitly tracked with mesh being updated as the flow evolves.

Boundary integral methods, front-tracking methods, and immersed boundary meth-

ods are examples of these types of approaches. In the interface capturing methods,

the interface is not tracked explicitly but instead is implicitly defined through an

interface function that is propagated in the flow domain based on fluid particle mo-

tion. Choices for the interface capturing method include level set methods, volume

of fluid methods, and phase-field methods. We shortly present selected methods in

the following subsections.
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6.2.1 LEVEL SET METHODS

Level set methods are computational techniques that rely on an implicit representa-

tion of the interface, which is characterized by a dedicated equation of motion. The

speed of the evolving interface may sensitively depend on local properties such as

curvature and normal direction, as well as complex physics near the front, including

internal jump and boundary conditions determined by the interface location. Level

set methods are particularly designed for multidimensional problems with changing

topology of the evolving interface. The numerical development of these techniques

and their application to problems in fluid mechanics and bubble dynamics have been

addressed in several review articles and books [174, 175, 195, 196].

In the level set method, a motion of two immiscible fluids that are governed by

the incompressible Navier-Stokes equations can be described as follows,

ρ
Dv

Dt
=−∇p+∇ · (2µD)−σκδ (d)n+ρg, ∇ ·v = 0, r ∈V, (6.8)

where V is the domain containing both fluids, v is the velocity vector, p is the pres-

sure, ρ is the density, D/Dt is the material derivative, D is the deformation tensor,

and g is the acceleration vector due to gravity. The third term on the right-hand side

of Eq. (6.8) incorporates surface tension, σ , as a force concentrated on the interface,

Si, where n is the unit normal of the interface drawn outward from the gas to the

liquid, κ = ∇ ·n is the curvature of the interface, δ is the Dirac delta function, and

d is the signed-distance function from the interface, which is defined as follows: at a

point r in liquid, d is the distance to the closest point on the interface. In the gas, d

is the negative of this quantity. The boundary conditions at the interface Si, between

the phases are:

(2µlDl −2µgDg) ·n = (pl − pg +σκ)n, vl = vg, r ∈ Si, (6.9)

where subscripts l and g are used to denote variables in the liquid and gas phases,

respectively. Thus, the variables present in Eq. (6.8) should be interpreted as,

v,D,ρ,µ, p =

{
vl ,Dl ,ρl ,µl , pl r ∈ the liquid

vg,Dg,ρg,µg, pg r ∈ the gas
. (6.10)

The level set function, φ(r, t), is used to define the gas-liquid interface as follows:

Si = {r | φ(r, t) = 0}, (6.11)

that is, the gas-liquid interface is a collection of points in space that corresponds to

the zero-level set of φ . We also take φ < 0 in the gas region and φ > 0 in the liquid

region. The density and viscosity can be written as,

ρ(φ) = ρg +(ρl −ρg)θ(φ), µ(φ) = µg +(µl −µg)θ(φ), (6.12)

where θ(φ) is the Heaviside function given by,

θ(φ) =





0 if φ < 0
1
2

if φ = 0

1 if φ > 0

. (6.13)
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Since the sharp changes of fluid properties across the interface can cause numerical

difficulties, the Heaviside function can be replaced by

θε(φ) =





0 if φ <−ε
1
2

[
1+ φ

ε + 1
π sin

(
πφ
ε

)]
if |φ | ≤ ε

1 if φ > ε

. (6.14)

With this function the interface has a thickness of approximately 2ε
|∇φ | . The corre-

sponding “smoothed” delta function that should be used in Eq. (6.8) is given by,

δε(φ) =
dθε

dφ
. (6.15)

The time evolution of the level set function is described by the following differential

equation,
∂φ

∂ t
+v ·∇φ = 0, (6.16)

since the interface moves with the fluid particles.

6.2.2 VOLUME­OF­FLUID METHODS

Volume-of-fluid methods are based on the concept of the so-called fraction function

(or color function) C. It is a scalar function defined as an integral of a fluid’s char-

acteristic function in the control volume. When a cell is empty of the tracked phase,

the value of C is zero. Correspondingly, when C is equal to unity, the cell is entirely

occupied by the tracked phase. For cells containing the interface, 0 <C < 1.

The evolution of the fraction function C is governed by a transport equation

which is the same equation that has to be fulfilled by the level set function:

∂C

∂ t
+v ·∇C = 0. (6.17)

For an incompressible flow of two immiscible fluids Eq. (6.8) has to be solved with

fluid properties given as,

ρ = ρg +(ρl −ρg)C, µ = µg +(µl −µg)C, (6.18)

where C = 0 and C = 1 correspond to the gas phase and the liquid phase, respectively.

A more detailed description of the volume of fluid methods and their extensions to

compressible fluids can be found in several review articles and books [90, 159, 223].

6.2.3 PHASE­FIELD METHODS

Phase-field methods also referred to as the diffuse-interface methods, are powerful

methods to simulate many types of multiphase flows that involve drop coalescence,

drop break-up, contact line dynamics, and dynamics of interfaces with surfactant
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adsorption and thermocapillary effects. Phase-field methods are based on models

of free energy of fluid where the multiphase flow is treated as a flow of one fluid

with variable material properties. An order parameter is employed to characterize the

different phases, which varies continuously over thin interface layers and is mostly

uniform in the bulk phases.

Phase-field methods are similar to level set methods with one important differ-

ence. In level set methods, the choice of level set function is arbitrary. In phase-field

methods the exact profile of the phase function is important in obtaining the correct

interface motion. Since the phase function changes quickly in the neighborhood of

the interface, a large number of grid points is needed in that region.

6.3 MULTI­FIELD METHODS

Multi-field methods are using a set of averaged conservation equations for each

fluid component. The methods require closure relationships for interfacial transfer

of mass, momentum, and energy. The theory of multi-field methods is described in

many review articles and books [53, 59, 113]. In this section, a short introduction to

the topic is provided.

Using the definition of a phasic time average given by Eq. (B.16) in Appendix B,

we can introduce additional averages useful in the theory of multiphase flows. The

phasic weighted average of quantity f for phase k is defined as follows,

fk
X ≡ f Xk

T

Xk
T

=
f Xk

T

αk

, (6.19)

where αk = Xk
T

is called the volume fraction of phase k. Similarly, the density

weighted average of quantity f for phase k is defined as,

fk
Xρ ≡ f Xkρ

T

Xkρ
T

=
f Xkρ

T

αkρk
X
. (6.20)

Multiplying the generic conservation equation in the differential form by the pha-

sic characteristic function, Xk, and time averaging the product terms yields the fol-

lowing time average equation,

∂
(
αkρk

X ψk
Xρ
)

∂ t
+∇ ·

(
αkρk

X ψk
Xρ vk

Xρ
)
=−∇ ·

(
αkJk

X
)
+

αkρk
X φk

Xρ −∇ ·
(

ρkψ
′′
k v

′′
k

T
)
− 1

T
∑

j

1

|nki ·vi|
[ρkψk (vk −vi)+Jk] ·nki

. (6.21)

The right-hand side of the equation contains the turbulent fluctuations of the con-

served quantities defined as follows,

ψ
′′
k = ψk −ψk

Xρ , v
′′
k = vk −vk

Xρ . (6.22)
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The time average turbulent flux ρkψ
′′
k v

′′
k

T
can be transformed as follows,

ρkψ
′′
k v

′′
k

T
=

ρkψ
′′
k v

′′
k

T

ρk

ρk

αk

αk = αkρk
X ψ

′′
k v

′′
k

Xρ
. (6.23)

Introducing the turbulent flux of quantity ψk as,

Jt
k ≡ ρk

X ψ
′′
k v

′′
k

Xρ
, (6.24)

the time average turbulent flux of quantity ψk can be written as,

ρkψ
′′
k v

′′
k

T
= αkJt

k. (6.25)

The last term on the right-hand side of Eq. (6.21) represents a transfer of quantity

ψk through the interface. The term can be partitioned into two parts describing the

convective and diffusive transfer as follows,

Πki ≡− 1

T
∑

j

1

|nki ·vi|
[ρkψk (vk −vi)+Jk] ·nki

=− 1

T
∑

j

ρkψk (vk −vi) ·nki

|nki ·vi|
− 1

T
∑

j

Jk ·nki

|nki ·vi|
≡ ΠC

ki +ΠD
ki

, (6.26)

where ΠC
ki and ΠD

ki denote the convective transfer and the diffusive transfer through

the interface, respectively.

The convective flux of quantity ψk through the interface depends on the values

of this quantity at the interface at all time instants t j when the interface is crossing a

given point in space. We will find the average value of quantity ψk at the interface.

To this end, we first note that for the mass conservation equation we have ψk = 1

and Jk = 0 so that the convective flux corresponds to the mass flux, Γki, through the

interface:

Γki ≡− 1

T
∑

j

ρk (vk −vi) ·nki

|nki ·vi|
. (6.27)

Introducing the mass-flux weighted average value of quantity ψk at the interface as,

ψk
iρ ≡

∑ j
ρkψk(vk−vi)·nki

|nki·vi|

∑ j
ρk(vk−vi)·nki

|nki·vi|
=

ΠC
ki

Γki

, (6.28)

the convective transfer of quantity ψk through the interface can be written as,

ΠC
ki = ψk

iρ Γki. (6.29)

The diffusive part of the interfacial transfer term, ΠD
ki, result from the transfer

of quantity ψk on the molecular level with flux Jk. Since this flux contributes to the
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interfacial transfer at time instants t j when the interface is crossing a given point in

space, we can find a time average of the flux at the interface as follows,

Jk
i ≡ 1

N j
∑

j

Jk, (6.30)

where N j is the number of interface crossings during the averaging period. Thus, the

instantaneous value of the flux at the interface, Jk, can be expressed in terms of the

average value of the flux at the interface, Jk
i
, and the fluctuating part of the flux, J

′
k,

as follows,

Jk = Jk
i
+J

′
k. (6.31)

Thus, the diffusive transfer of quantity ψk through the interface can be written as,

ΠD
ki ≡− 1

T
∑

j

Jk ·nki

|nki ·vi|
=Jk

i ·
(
− 1

T
∑

j

nki

|nki ·vi|

)
− 1

T
∑

j

J
′
k ·nki

|nki ·vi|
=

Jk
i ·∇αk +Π

D f
ki

. (6.32)

Here,

Π
D f
ki ≡− 1

T
∑

j

J
′
k ·nki

|nki ·vi|
, (6.33)

is the flux of quantity ψk through the interface due to fluctuations of flux Jk at the

interface and we used the following relationship,

∇αk =− 1

T
∑

j

nki

|nki ·vi|
. (6.34)

We can now introduce the derived expressions for time average turbulence term

and the interfacial transfer terms into Eq. (6.21) to obtain,

∂
(
αkρk

X ψk
Xρ
)

∂ t
+∇ ·

(
αkρk

X ψk
Xρ vk

Xρ
)
=−∇ ·

[
αk

(
Jk

X
+Jt

k

)]

+αkρk
X φk

Xρ
+ψk

iρ Γki +∇αk ·Jk
i
+Π

D f
ki

. (6.35)

The derived generic equation can be written in a specific form for conservation of

mass, linear momentum, and total energy by replacing ψk, Jk, and φk with quantities

provided in Table 6.1.

BOX 6.1 MULTI-FIELD AVERAGED CONSERVATION EQUATIONS

For the mass conservation equation, the quantities in Eq. (6.35) are as

follows:

ψk = ψk
iρ = 1, Jk = Jk

i
= Jt

k = 0, φk = 0, Π
D f
ki = 0, (6.36)
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thus, the mass conservation equation becomes,

∂
(
αkρk

X
)

∂ t
+∇ ·

(
αkρk

X vk
Xρ
)
= Γki . (6.37)

For the linear momentum equation, we have:

ψk = vk, ψk
Xρ = vk

Xρ , ψk
iρ = vk

iρ , (6.38)

Jk = pkI− τττk, Jk
X
= pk

X I− τττk
X , Jk

i
= pk

iI− τττk
i, Jt

k = τττ t
k , (6.39)

φk = g, Π
D f
ki ≡ Mki, (6.40)

and the linear momentum conservation equation is as follows,

∂
(
αkρk

X vk
Xρ
)

∂ t
+∇ ·

(
αkρk

X vk
Xρ vk

Xρ
)
=−∇ ·

[
αk

(
pk

X I− τττk
X − τττ t

k

)]

+αkρk
X g+vk

iρ Γki +∇αk · τττk
i +Mki

.

(6.41)

For the total energy conservation equation, the quantities in Eq. (6.35) are

as follow,

ψk = eIK,k = eI,k +
1

2
v2

k , φk = g ·vk +
q′′′k

ρk

, (6.42)

Jk = q
′′
k +(pkI− τττk) ·vk, Jk

X
= q′′

k

X
+(pkI− τττk) ·vk

X
, (6.43)

Jk
i
= q′′

k

i
+(pkI− τττk) ·vk

i
, Jt

k = ρk
X e′′IK,kv′′k

Xρ
, (6.44)

which yields the following total energy conservation equation,

∂
(
αkρk

X eIK,k
Xρ
)

∂ t
+∇ ·

(
αkρk

X eIK,k
Xρ vk

Xρ
)
=

−∇ ·
[
αk

(
q′′

k

X
+ρk

X e′′IK,kv′′k
Xρ
)]

+αkρk
X g ·vk

Xρ +q′′′k

+ eIK,k
iρ Γki +∇αk ·

[
q′′

k

i
+(pkI− τττk) ·vk

i
]
+Eki

. (6.45)

Here Eki is the energy flux through the interface due to fluctuations of

interfacial heat flux and work done by fluctuating pressure and shear stress

at the interface.

6.4 ONE­DIMENSIONAL MODELS

The analysis of multiphase flow in channels can be significantly simplified when

the flow parameters are averaged over the channel cross-section area. Such
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one-dimensional two-phase flow models play a very important role in nuclear re-

actor safety analyses, since, on the one hand, they are simple enough to be solved

over large systems of interconnected channels, and on the other hand, they can be

used to predict a wide range of steady-state and transient phenomena by employing

proper closure relationships. A particular model is characterized by the number of

conservation equations that are simultaneously solved and the formulation of closure

relationships for interfacial transfers and wall interactions.

The typical unknowns for one-dimensional models are cross-section averaged

velocities, temperatures or specific enthalpies, pressures, and volume fractions. All

these flow variables can have a specific value for each phase or can take one value

that is representative for all phases. In the simplest formulation of a multiphase flow

referred to as the homogeneous equilibrium model a perfect multiphase mixture is

assumed and only one value of velocity, pressure, and specific enthalpy is consid-

ered at each time instant and point in the flow domain. When these flow variables

are considered separately for each phase, the two-fluid model is obtained. Clearly, a

whole spectrum of formulations is possible assuming either a separate field or mix-

ture model for specific conservation principles. For example, a whole class of drift

flux models have been developed in which mass and energy conservation are consid-

ered separately for each phase whereas a mixture model is assumed in the momentum

equation formulation.

In this section we discuss several useful formulations of one-dimensional multi-

phase flows, starting with definitions of important one-dimensional flow parameters.

6.4.1 DEFINITIONS OF AREA­AVERAGED FLOW PARAMETERS

Many quantities used in the nuclear reactor thermal-hydraulics, such as quality and

superficial velocity, are originating from consideration of two-phase flow in chan-

nels. Thus, we introduce here some important definitions of average flow parameters.

Volume Fraction and Void Fraction

Assuming that a certain volume V of a channel with cross-section area A and length

∆z contains phase k with volume Vk, the volume fraction of phase k in that channel

segment is,

αk =
Vk

V
. (6.46)

Assuming that ∆z → 0, we obtain an expression for the volume fraction of phase k

in terms of the area ratio,

αk =
Ak

A
, (6.47)

where Ak is the pipe cross-section area occupied by phase k. Clearly, αk is a non-

dimensional parameter and 0≤αk ≤ 1. In particular, in gas-liquid flows, α represents

the void fraction, which is equivalent to the volume fraction of the gas phase.
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Phasic Velocity

The cross-section averaged velocity of phase k in the pipe can be found as,

Uk =
1

Ak

∫∫

Ak

wkdAk, (6.48)

where wk is the local velocity of phase k in the channel axial direction and Ak is the

total channel cross-section area occupied by phase k.

Volumetric Flow Rate

The volumetric flow rate of phase k can be found as,

Qk =
∫∫

Ak

wkdAk. (6.49)

Here Qk is the volumetric flow rate of phase k in m3 s−1, wk is velocity of phase k in

the channel axial direction and Ak is the total channel cross-section area occupied by

phase k.

Volumetric Flux ­ Superficial Velocity

The volumetric flux of phase k, frequently referred to as the superficial velocity, is

defined as follows,

Jk =
Qk

A
=

1

A

∫∫

Ak

ukdAk =
Ak

A

1

Ak

∫∫

Ak

ukdAk = αkUk. (6.50)

As can be seen, the superficial velocity has units m s−1 and can be interpreted for

each phase as that velocity, with which the phase would move if only that phase was

present in the channel.

Mass Flow Rate and Mass Flux

The total mass flow rate of phase k can be found as,

Wk =
∫∫

Ak

ρkwkdAk, (6.51)

where Wk is the mass flow rate of phase k in kg s−1, ρk is the mass density of phase

k, wk is velocity of phase k in the channel axial direction, and Ak is the total channel

cross-section area occupied by phase k. In general both ρk and wk vary in the cross

section area of the channel and the integral of their product is not equal to the product

of their individual integrals. To separate the two averaged variables, we can introduce

the following average, density-weighted phasic velocity,

Ukρ =

∫∫
Ak

ρkwkdAk∫∫
Ak

ρkdAk

=

∫∫
Ak

ρkwkdAk

Ak〈ρk〉2
, (6.52)
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where 〈ρk〉2 is the area-averaged mass density of phase k defined as follows,

〈ρk〉2 ≡
1

Ak

∫∫

Ak

ρkdAk. (6.53)

Now the mass flow rate of phase k can be expressed in terms of Ukρ as follows,

Wk = 〈ρk〉2Ukρ Ak, (6.54)

or, using definition of the volume fraction of phase k, the mass flow rate is expressed

as,

Wk = αk〈ρk〉2Ukρ A. (6.55)

In analogy to the volumetric flux, the mass flux for phase k is defined as,

Gk =
Wk

A
= αk〈ρk〉2Ukρ . (6.56)

Similarly, the superficial velocity of phase k can be defined in terms of Ukρ as,

Jkρ =
Gk

〈ρk〉2
= αkUkρ . (6.57)

For constant density, ρk, we have Ukρ =Uk and Jkρ = Jk.

Actual or Flow Quality

The actual or flow quality for gas-liquid two phase mixture flow is defined as,

xa =
Wv

Wv +Wl

=
αv〈ρv〉2Uvρ

αv〈ρv〉2Uvρ +αl〈ρl〉2Ulρ
, (6.58)

where subscripts v and l are used to indicate the gas (vapor) and liquid phase, respec-

tively. Assuming further that αv = α and αl = 1−α , we get,

xa =
Wv

Wv +Wl

=
α〈ρv〉2Uvρ

α〈ρv〉2Uvρ +(1−α)〈ρl〉2Ulρ
. (6.59)

This equation can be also written as,

xa =
1

1+ (1−α)
(α)

〈ρl〉2

〈ρv〉2

Ulρ

Uvρ

. (6.60)

We can notice that the actual quality is related to the void fraction of the gas phase

and the ratios of densities and mean velocities of both phases.
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Thermodynamic Equilibrium Quality

The quality defined in the previous section is based on the mass ratio of the gas phase

to the total mass of the mixture. This definition requires that the mass conservation

equation for each phase is solved. However, if we imagine a two-phase mixture con-

taining phases at saturation, that is, at thermodynamic equilibrium, there is a unique

relationship between the quality of the mixture and its specific enthalpy. The specific

enthalpy of the mixture can be found as,

im =
Wvig +Wl i f

Wv +Wl

= xaig +(1− xa)i f = xa(ig − i f )+ i f . (6.61)

Thus, the actual quality can be expressed in terms of specific enthalpies as,

xa = xe ≡
im − i f

ig − i f
=

im − i f

i f g

. (6.62)

Here subscripts f and g are used to indicate the saturation conditions for the phases

and i f g is the latent heat. The right-hand-side of the equation represents the thermo-

dynamic equilibrium quality and the equation states that for two-phase flow, where

the phases are in the thermodynamic equilibrium, the mass-based quality is equal to

the thermodynamic equilibrium quality. To distinguish between the two definitions

of the two-phase mixture quality, xe is used to denote the thermodynamic equilibrium

quality.

The relationship between the two types of mixture quality for non-equilibrium

conditions can be obtained as follows. Let us first assume that the liquid phase is

slightly subcooled, whereas the vapor phase is slightly superheated. Such situation

can exist in a boiling channel, where initially subcooled liquid enters the heated sec-

tion and gradually approaches the saturation condition. The mixture specific enthalpy

can be found as,

im =
Wv(ig +δ iv)+Wl(i f −δ il)

Wv +Wl

= xa

[
ig − i f +δ iv +δ il

]
+ i f −δ il . (6.63)

Here δ iv and δ il represent specific enthalpies by which the phases depart from the

saturation conditions and xa is the actual quality. From this equation, the follow-

ing relationship between the thermodynamic equilibrium and the actual qualities is

obtained,

xa = φ(xe +δxl), (6.64)

where,

φ =
i f g

i f g +δ iv +δ il
, (6.65)

δxl =
δ il
i f g

, δxv =
δ iv
i f g

(6.66)

xe =
im − i f

i f g

. (6.67)
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The above analysis indicates that when the mixture is in the thermodynamic non-

equilibrium, the actual quality is different from the equilibrium quality. In particular,

when δ il > 0 and δ iv = 0 the actual quality can be positive even for slightly negative

or zero equilibrium quality:

xa =
i f g

i f g +δ iv +δ il
(xe +δxl) =

xe +δxl

1+δxl

. (6.68)

For superheated vapor flowing with saturated water, we have δ iv > 0 and δ il = 0,

and the relationship between the actual and the thermodynamic equilibrium quality

becomes,

xa =
i f g

i f g +δ iv +δ il
(xe +δxl) =

xe

1+δxv

. (6.69)

Thus, the actual quality is less than the thermodynamic equilibrium quality when the

vapor is superheated in the presence of the saturated liquid.

Void­Quality Relationship

The expression for the actual quality given by Eq. (6.60) can be solved for the void

fraction as follows,

α =
1

1+ (1−xa)
(xa)

〈ρv〉2

〈ρl〉2

Uvρ

Ulρ

. (6.70)

This equation gives an exact expression for the cross-section averaged void fraction

in terms of the actual quality. The velocity ratio S =Uvρ/Ulρ is referred to as the slip

ratio and it turns out to be flow-pattern dependent. For a homogeneous two-phase

mixture, the slip ratio is equal to unity, S = 1, the void fraction is a function of the

quality and the density ratio only:

α =
1

1+ (1−xa)
(xa)

〈ρv〉2

〈ρl〉2

. (6.71)

The relationship given by Eq. (6.70) can be expressed in terms of the superficial

velocities Jvρ and Jlρ rather than the actual quality xa. Since,

xa =
Gv

Gv +Gl

=
〈ρv〉2Jvρ

〈ρv〉2Jvρ + 〈ρl〉2Jlρ
(6.72)

thus,
1− xa

xa

=
〈ρv〉2Jvρ + 〈ρl〉2Jlρ

〈ρv〉2Jvρ
−1 =

〈ρl〉2Jlρ

〈ρv〉2Jvρ
. (6.73)

Now, Eq. (6.70) can be written as,

α =
1

1+
〈ρl〉2Jlρ

〈ρv〉2Jvρ

〈ρv〉2

〈ρl〉2

Uvρ

Ulρ

=
Jvρ

Jvρ + Jlρ
Uvρ

Ulρ

. (6.74)
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Another useful form of the equation can be obtained by replacing Jlρ with Jρ − Jvρ

which yields,

α =
Jvρ

Uvρ

Ulρ
Jρ + Jvρ

(
1− Uvρ

Ulρ

) . (6.75)

The equation can be used to calculate the mean void fraction for the known super-

ficial gas velocity, the total superficial velocity and the slip ratio. This equation and

Eq. (6.70) are equivalent to each other and both require the slip ratio, S, to be known.

For a homogeneous two-phase mixture, S = 1 and the void fraction is equal to a ratio

of the gas superficial velocity to the total superficial velocity:

α =
Jvρ

Jρ
. (6.76)

So far we have discussed a one-parameter void-quality relationship, where the

only parameter is the slip ratio. Initially, various correlations were developed to de-

termine the slip ratio in terms of other flow parameters. This approach was not very

successful, however, and it became clear that with only one parameter it is difficult

to obtain good agreement of predictions with experimental data for a wide range of

operational conditions.

A more advanced void-quality relationship can be obtained if we allow for two

independent parameters. Using the form of the relationship as shown in Eq. (6.75),

the void fraction can be expressed as follows,

α =
Jvρ

C0Jρ +Uv j

, (6.77)

where C0 and Uv j are two parameters referred to as the distribution parameter and

the drift velocity, respectively. The coefficients C0 and Uv j have been subjects of

intensive theoretical and empirical investigations and are usually provided separately

for various flow patterns and channel configurations. Examples of expressions for C0

and Uv j are provided in §6.4.3.

6.4.2 HOMOGENEOUS EQUILIBRIUM MODEL

The homogeneous equilibrium model is one of the simplest models for two-phase

flow. The model assumes that both thermal and mechanical equilibrium prevail and

that the two phases travel at equal velocities. Due to its simplicity, the model is par-

ticularly useful for calculating the liquid holdup and pressure drop in channels. The

simplest formulation of the model is based on the conservation of mass, linear mo-

mentum, and total energy for the mixture. To take into account the thermal nonequi-

librium effects, the continuity equation for the gas phase can be also included. Here

we consider the model with three conservation equations only.

Conservation Equations

The basic conservation equations of mass, momentum and energy for transient ho-

mogeneous two-phase flow in a channel are as follows:



168 Thermal Safety Margins in Nuclear Reactors

The mixture continuity equation

∂ρm

∂ t
+

∂G

∂ z
= 0, (6.78)

The mixture momentum equation

∂G

∂ t
+

∂

∂ z

(
G2

ρm

)
+

∂ pm

∂ z
+

[
4C f

Dh

+
N

∑
j=1

ξ jδ (z− z j)

]
|G|G
2ρm

+ρmgz = 0

, (6.79)

The mixture energy equation

∂

∂ t
(ρmim − pm)+

∂

∂ z
(Gim) =

q′

A
, (6.80)

where the mixture density, ρm, is given as,

ρm = ρ f (1−α)+ρgα =
1

υ f + xeυ f g

, (6.81)

where υ f = 1/ρ f , υg = 1/ρg, υ f g = υg − υ f , the void fraction, α , is found from

Eq. (6.71) and the mixture quality, xe, is obtained from Eq. (6.67). All remaining

variables in Eqs. (6.78)–(6.80) describe the two-phase mixture properties and in par-

ticular: G is the mass flux, im is the specific enthalpy, pm is the pressure, t is the

time, z is the distance along the channel, A is the channel cross-section area, and

q′ = q′′wPH is the linear power, where q′′w is the wall heat flux and PH is the chan-

nel heated perimeter. The friction and the local pressure loss, as well as the gravity

pressure drop terms contain C f - friction coefficient, ξ j - local pressure loss coeffi-

cient at obstacle j, z j - location of obstacle j, Dh - hydraulic diameter, gz - gravity

acceleration projected on the channel axis.

Pressure Drop in a Boiling Channel

We will apply the homogeneous equilibrium model to predict pressure drop in a

boiling channel with steady-state two-phase flow. For such conditions, Eqs. (6.78)–

(6.80) are as follows,
dG

dz
= 0, (6.82)

d

dz

(
G2

ρm

)
+

dpm

dz
+

[
4C f

Dh

+
N

∑
j=1

ξ jδ (z− z j)

]
|G|G
2ρm

+ρmgz = 0, (6.83)

d(Gim)

dz
=

q′

A
. (6.84)
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From Eq. (6.82) we obtain,

G(z) = const = Gin, (6.85)

where Gin is the inlet mass flux to the channel. Assuming a uniform axial power

distribution, the energy equation, Eq. (6.84), yields,

im,ex = im,in +
q′L

AGin

, (6.86)

where L is the channel total length and im,in, im,ex are specific enthalpies at the inlet

and outlet, respectively. In a similar way, we can obtain specific enthalpies im, j at all

local obstacles in the channel,

im, j = im,in +
q′z j

AGin

. (6.87)

Once integrating the momentum conservation equation, it is convenient to divide the

assembly into two parts: a single-phase-flow part and a two-phase-flow part of the

channel. According to the homogeneous equilibrium model, the length of the single-

phase-flow part, L1φ = λ , can be found from the energy balance as,

L1φ = λ =
AGin(i f − im,in)

q′
. (6.88)

Now we can integrate the momentum equation, Eq. (6.83), along the single-phase-

flow part of the channel as follows,

G2
in

ρ f

− G2
in

ρin

+(pm,λ − pm,in)+
∫ λ

0

4C f ,1φ

Dh

|Gin|Gin

2ρm

dz+

Nλ

∑
j=1

ξ1φ , j
|Gin|Gin

2ρm, j
+
∫ λ

0
ρmgzdz = 0,

(6.89)

where Nλ is the number of local obstacles in the single-phase-flow part of the chan-

nel, C f ,1φ is the friction factor for single-phase flow, and ξ1φ is the local pressure

loss coefficient for single-phase flow. In a boiling channel such as a fuel assembly,

the inlet local loss coefficient, ξ1φ ,in, and the local loss coefficients, ξ1φ , j, caused by

spacers have to be taken into account.

The acceleration pressure drop term results from a slightly varying liquid density

in the single-phase-flow part of the channel. This effect is, however, very small and

can be neglected, thus,

∆p1φ ,acc =
G2

in

ρ f

− G2
in

ρm,in
≈ 0. (6.90)

In the friction pressure drop term both the friction loss coefficient C f and the

liquid density change along the channel because of the liquid temperature change.
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However, this effect is also small and we assume that the density in the friction

pressure drop term is constant and equal to ρ f , thus,

∆p1φ , f ric =
∫ λ

0

4C f ,1φ

Dh

|Gin|Gin

2ρm

dz ≈ 4C f ,1φ λ

Dh

|Gin|Gin

2ρ f

. (6.91)

The local pressure loss term is approximated as,

∆p1φ ,loc =
Nλ

∑
j=1

ξ1φ , j
|Gin|Gin

2ρm, j
≈
(

ξ1φ ,in +
Nλ

∑
j=1

ξ1φ , j

)
|Gin|Gin

2ρ f

. (6.92)

Finally, the gravity pressure drop term is as follows,

∆p1φ ,grav =
∫ λ

0
ρmgzdz ≈ λρ f gz. (6.93)

Combining all pressure drop terms and substituting to Eq. (6.89) yields,

−∆p1φ =−(pm,λ − pm,in) =(
ξ1φ ,in +

Nλ

∑
j=1

ξ1φ , j +
4C f ,1φ λ

Dh

)
|Gin|Gin

2ρ f

+λρ f gz

. (6.94)

Taking into account Eq. (6.88), we obtain the following expression for the total pres-

sure drop in the single-phase-flow part,

−∆p1φ =

(
ξ1φ ,in +

Nλ

∑
j=1

ξ1φ , j

)
|Gin|Gin

2ρ f

+
4C f ,1φ A|Gin|G2

in(i f − im,in)

2Dhρ f q′
+

AGin(i f − im,in)ρ f gz

q′
.

(6.95)

We can note that with increasing linear power, the friction pressure loss term and the

gravity pressure drop term are decreasing. These terms will be equal to zero when

im,in = i f , since then no single-phase part of the channel will exist.

A similar derivation can be performed for the boiling part of the channel, how-

ever, since the mixture density is now significantly changing with the changing mix-

ture specific enthalpy, this effect has to be taken into account. We integrate the mo-

mentum equation, Eq. (6.83), along the boiling part of the assembly to obtain,

G2
in

ρm,ex

− G2
in

ρ f

+(pm,ex − pm,λ )+
∫ L

λ

4C f ,2φ

Dh

|Gin|Gin

2ρm

dz+

N

∑
j=Nλ+1

ξ2φ , j
|Gin|Gin

2ρm, j
+
∫ L

λ
ρmgzdz = 0.

(6.96)

Here C f ,2φ and ξ2φ , j are the friction coefficient and local loss coefficient for two-

phase flow, respectively. The acceleration pressure drop in the boiling region is,

∆p2φ ,acc =
G2

in

ρm,ex

− G2
in

ρ f

=
G2

in

ρ f

(
ρ f

ρm,ex

−1

)
= r2

G2
in

ρ f

, (6.97)
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where we introduce here the acceleration pressure drop multiplier,

r2 ≡
ρ f

ρm,ex

−1 = ρ f (υ f + xm,exυ f g)−1 = xm,ex

(
ρ f

ρg

−1

)
. (6.98)

The friction pressure loss is as follows,

∆p2φ , f ric =
∫ L

λ

4C f ,2φ

Dh

|Gin|Gin

2ρm

dz =

4C f ,1φ (L−λ )

Dh

|Gin|Gin

2ρ f

1

L−λ

∫ L

λ

C f ,2φ

C f ,1φ

ρ f

ρm

dz.

(6.99)

By introducing the friction pressure drop multiplier,

r3 ≡
1

L−λ

∫ L

λ

C f ,2φ

C f ,1φ

ρ f

ρm

dz, (6.100)

the two-phase friction pressure loss becomes,

∆p2φ , f ric = r3

4C f ,1φ (L−λ )

Dh

|Gin|Gin

2ρ f

. (6.101)

The local pressure loss term in the boiling part of the channel is as follows,

∆p2φ ,loc =
N

∑
j=Nλ+1

ξ2φ , j
|Gin|Gin

2ρ j

≈
(

ξ2φ ,ex

ρ f

ρm,ex

+
N

∑
j=Nλ+1

ξ2φ , j
ρ f

ρm, j

)
|Gin|Gin

2ρ f

, (6.102)

where the summation goes over all flow obstacles that are present in the boiling part

of the channel. Here, as we can see, the density varies at the local loss positions

and the local pressure loss terms cannot be lumped to a single term as was the case

in the non-boiling part of the channel. Introducing a local two-phase pressure drop

multiplier,

φ 2
lo,loc ≡

ρ f

ρm

, (6.103)

we have,

∆p2φ ,loc =

(
φ 2

lo,loc,exξ2φ ,ex +
N

∑
j=Nλ+1

φ 2
lo,loc, jξ2φ , j

)
|Gin|Gin

2ρ f

, (6.104)

where ξ2φ ,ex is the local loss coefficient at the channel outlet. The last term, repre-

senting the gravity pressure drop in the boiling part, is as follows,

∆p2φ ,grav ≡
∫ L

λ
ρgzdz = (L−λ )ρ f gz

1

(L−λ )ρ f

∫ L

λ
ρdz. (6.105)
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Introducing the two-phase gravity pressure drop multiplier,

r4 ≡
1

(L−λ )ρ f

∫ L

λ
ρdz, (6.106)

we have,

∆p2φ ,grav = r4(L−λ )ρ f gz. (6.107)

Substituting all terms into Eq. (6.96) yields,

−∆p2φ =−(pm,ex − pm,λ ) = r2
G2

ρ f

+

[
r3

4C f ,1φ (L−λ )

Dh

+

N

∑
j=Nλ+1

φ 2
lo,loc, jξ2φ , j +φ 2

lo,loc,exξ2φ ,ex

]
|Gin|Gin

2ρ f

+

r4(L−λ )ρ f gz

. (6.108)

Combining this equation with Eq. (6.88) yields,

−∆p2φ =−r3

4C f ,1φ A(i f − im,in)

Dhq′
|Gin|G2

in

2ρ f

+ r2
G2

ρ f

+

(
r3

4C f ,loL

Dh

+

N

∑
j=Nλ+1

φ 2
lo,loc, jξ2φ , j +φ 2

lo,loc,exξ2φ ,ex

)
|Gin|Gin

2ρ f

−

r4

ρ f gzA(i f − im,in)

q′
Gin + r4Lρ f gz,

(6.109)

The total pressure drop in the boiling channel is obtained by combining Eqs. (6.95)

and (6.109). As a result, assuming Gin = G, we obtain the following expression for

the total pressure drop in a boiling channel as a function of the mass flux,

−∆ptot = aG3 +bG2 + cG+d, (6.110)

where,

a =±2(1− r3)C f ,1φ A(i f − im,in)

ρ f q′Dh

(6.111)

b =
1

2ρ f

[
2r2 ±

(
ξ1φ ,in + r3

4C f ,1φ L

Dh

+
Nλ

∑
j=1

ξ1φ , j +

N

∑
j=Nλ+1

φ 2
lo,loc, jξ2φ , j +φ 2

lo,loc,exξ2φ ,ex

)] , (6.112)

c = (1− r4)
ρ f gzA(i f − iin)

q′
, (6.113)

d = r4Lρ f gz, (6.114)
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where a plus sign in coefficients a and b should be used for G > 0 and a minus sign

for G < 0.

Equation (6.110) describes the pressure drop characteristic of a boiling channel.

The characteristic is not exactly a third-degree polynomial since coefficients a and b

are mass-flux dependent.

Two­Phase Flow in Parallel Boiling Channels

If we consider flow in parallel channels, the following equations have to be satisfied,

∆p1 = ∆p2 = · · ·= ∆pN , (6.115)

and

A1G1 +A2G2 + · · ·+ANGN =Wtot . (6.116)

Here Gi is the mass flux in channel i, Wtot is the total mass flow rate in all parallel

channels, and Ai is the cross-section area in the ith channel. The above system of

nonlinear algebraic equations with N unknowns can be solved only numerically due

to the complexity of involved expressions for pressure drop characteristic of boil-

ing channels. Guessing the initial flow distribution for known (and possibly skewed)

power distribution between channels, the Newton method leads to the following lin-

ear system of equations,

A ·δG = B, (6.117)

where A is a Jacobian matrix. For example, assuming four parallel channels, the

Jacobian matrix is given as,

A =




∂∆p1

∂G1
−∂∆p2

∂G2
0 · · · 0

0
∂∆p2

∂G2
−∂∆p3

∂G3
· · · 0

0 0 · · · ∂∆p3

∂G3
−∂∆p4

∂G4

1 1 · · · 1




, (6.118)

and the right-hand-side vector B is as follows

B =
[
∆p2 −∆p1 ∆p3 −∆p2 ∆p4 −∆p3 0

]T
, (6.119)

with a vector of unknown mass flux corrections δG to satisfy the total flow rate and

pressure drop conditions,

δG =
[
δG1 δG2 δG3 δG4

]T
. (6.120)

Since the Jacobian matrix A depends on the flow distribution between parallel chan-

nels, an iterative process is required to obtain convergence when δG ≈ 0.
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6.4.3 DRIFT FLUX MODEL

The drift flux model is a widely used model for two-phase flows, particularly in the

context of vapor-liquid interaction in channels. The model provides a semi-empirical

methodology for modeling the gas-liquid slip in one-dimensional flows. It requires

two adjustable parameters, which can be found analytically for some idealized cases

and are more often obtained empirically. One of the important features of the drift

flux model is the usage of a single linear momentum equation, resulting in signifi-

cant savings in computational cost, as compared to the two-fluid model. Using the

drift flux model, some major difficulties associated with the two-fluid model can be

avoided. In particular, difficulties with the flow-regime-dependent constitutive rela-

tions for the interfacial transport of momentum are eliminated.

The standard drift flux model is typically expressed in terms of four field equa-

tions:

1. Mixture continuity equation that represents the conservation of mass for the

mixture.

2. Momentum equation that represents the conservation of linear momentum for

the mixture.

3. Energy equation that represents the conservation of total energy for the mix-

ture.

4. Gas continuity equation that represents the conservation of mass for the gas

phase.

This model formulation is particularly useful to describe two-phase flow dynamics

when the dynamics of both components are closely coupled and mainly concern the

low-velocity wave propagation flow [113]. In this subsection we present the drift flux

conservation equations for one-dimensional two-phase.

Conservation Equations

The basic concept of the drift flux model is to use the two-phase mixture field equa-

tions that can be derived from instantaneous conservation equations properly aver-

aged over time and space. For practical applications, several important simplifica-

tions are needed, as discussed in more detail in [113]. A system of equations par-

ticularly useful for studies of two-phase flow dynamics in fuel rod assemblies is as

follows.

The mixture continuity equation

∂ρm

∂ t
+

∂

∂ z
(ρmUm) = 0, (6.121)

The continuity equation for the gas phase

∂

∂ t
(αρv)+

∂

∂ z
(αρvUm)+

∂

∂ z

(
αρvρl

ρm

Ūv j

)
= Γv, (6.122)
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The mixture momentum equation

∂

∂ t
(ρmUm)+

∂

∂ z

(
ρmU2

m

)
+

∂ pm

∂ z
+

∂

∂ z

[
αρvρl

(1−α)ρm

Ū2
v j

]
+

[
4C f

Dh

+
N

∑
j=1

ξ jδ (z− z j)

]
ρm|Um|Um

2
+ρmgz = 0

, (6.123)

The mixture energy equation

∂

∂ t
(ρmim − pm)+

∂

∂ z
(ρmimUm)+

∂

∂ z

(
αρvρl

ρm

∆ivlŪv j

)
=

q′′wPH

A
+

[
Um +

α(ρl −ρg)

ρm

Ūv j

]
∂ pm

∂ z

. (6.124)

In these equations Um is the area-averaged and density-weighted mixture velocity,

Ūv j is the mean drift velocity, ∆ivl = iv − il is the specific enthalpy difference be-

tween the phases, Γv is the mass transfer across the interface, and the remaining vari-

ables have the same meaning as in the homogeneous equilibrium model described in

§6.4.2.

The mean drift velocity is expressed in terms of the weighted mean drift velocity

of the gas phase, Uv j, the distribution parameter, C0, and the volumetric flux of the

mixture, J, as follows,

Ūv j =Uv j +(C0 −1)J. (6.125)

The volumetric flux of the mixture can be related to the mixture velocity, Um, as,

J =Um +
α(ρl −ρv)

ρm

Ūv j. (6.126)

where the mixture density, ρm, is given as,

ρm = ρl (1−α)+ρvα . (6.127)

Constitutive Relationships

To close the drift flux model, expressions for C0 and Uv j are needed. These param-

eters depend on the channel geometry and two-phase flow conditions. An extensive

summary of correlations for C0 and Uv j applicable for a wide range of conditions is

provided by Ishii and Hibiki [113]. For example, for boiling two-phase flow in a rod

bundle with a square lattice, they provide the following relationships,

C0 =





(
1.03−0.03

√
ρv/ρl

)(
1− e−26.3α0.780

)
for DR/P = 0.3

(
1.04−0.04

√
ρv/ρl

)(
1− e−21.2α0.762

)
for DR/P = 0.5

(
1.05−0.05

√
ρv/ρl

)(
1− e−34.1α0.925

)
for DR/P = 0.7

. (6.128)
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where α is the void fraction and DR/P is the ratio of the rod diameter to the lattice

pitch. The weighted mean drift velocity of the gas phase can be calculated as,

Uv j = Bs f

(
4∆ρgσ

ρ2
l

)1/4

(1−α)1.75 , (6.129)

where B f s is the bubble size factor taking into account the rod wall effect on the

bubble rise velocity, given as,

Bs f =





1− dB
0.9Lm

for dB
Lm

< 0.6

0.12
(

dB
Lm

)−2

for dB
Lm

≥ 0.6
, (6.130)

where Lm =
√

2P−DR and dB is the bubble equivalent diameter.

6.4.4 PHENOMENOLOGICAL MODEL OF ANNULAR FLOW

In vertical boiling channels, as the void fraction increases from zero to unity, various

two-phase flow regimes, also referred to as the two-phase flow patterns, can appear.

Initially single-phase flow with only liquid present will transit into bubbly flow as

vapor bubbles are generated on a heated wall. As the void fraction increases, the

bubbles coalesce to form larger bubbles or “slugs”, leading to slug flow. This type of

two-phase flow is characterized by altering liquid “plugs” and large gas slugs. Fur-

ther increase in void fraction leads to churn-turbulent flow, where the gas slugs are so

large that they span the channel diameter and induce strong liquid circulations. With

still increased void fraction, liquid plugs break up into droplets and the flow transits

into wispy-annular and later into annular two-phase flow. These various two-phase

flow regimes are illustrated in Fig. 6.1. The exact conditions for transition between

these regimes can depend on many factors including fluid properties, channel diam-

eter, and flow rates.

Figure 6.1 Two-phase flow patterns for upward co-current flow in a vertical pipe.

Two-phase annular flow is a common flow regime in the upper parts of fuel as-

semblies of boiling water reactors. The flow is characterized by the presence of a
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liquid film flowing on the channel wall while gas flows as a continuous phase up in

the center of the channel. The liquid film is wavy and can be broken up into droplets,

which are entrained by the gas core. The droplet size distribution and entrainment

rate are influenced by various factors such as liquid viscosity, surface tension, and

gas velocity.

The thickness of the liquid film in annular two-phase flow is influenced by many

factors, including the liquid and gas flow rates, the fluid properties, and the channel

geometry. In addition, the gas-liquid interface is highly dynamic with various types

of waves traveling on it. Due to these reasons, predicting the liquid film thickness

is a challenging tasks that requires advanced computational models and experimen-

tal data for model validation. In this section we discuss a phenomenological model

of the liquid film in annular flow that has the capability to predict the film dryout

phenomenon.

Mass Conservation Equations

In its simplest form, the model employs mass conservation equations for the liquid

film and the gas phase as follows,

dGLF

dz
=

PF

A
(D−E −Γ), (6.131)

dGG

dz
=

PF

A
Γ . (6.132)

Here GLF is the mass flux of the liquid film, GG is the mass flux of the gas phase, PF

is the film perimeter, A is the channel cross-section area, D is the droplet deposition

rate on the film surface, E is the droplet entrainment rate from the film surface, and

Γ is the film evaporation rate that can be determined from the energy balance as

Γ =
q′′w
i f g

. (6.133)

In this equation q′′w is the heat flux, i f g is the latent heat and we assumed that the film

contains a saturated liquid.

Droplet Entrainment and Deposition

The entrainment and deposition rates are obtained from experimental data and

Hewitt and Govan proposed the following set of correlations [89]:

The entrainment rate

E = 5.75 ·10−5GG

[
(GLF −GLF,crit)

Dhρl

σρ2
v

]0.316

for GLF > GLF,cit , (6.134)

where the critical film mass flux for the onset of entrainment is given by,

GLF,crit = exp

(
5.8504+0.4249

µv

µl

√
ρl

ρv

)
µl

Dh

. (6.135)
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The deposition rate

D = kC, (6.136)

where the deposition coefficient is calculated as,

k =





0.18√
ρvDh

σ

for C
ρv

≤ 0.3

0.083√
ρvDh

σ

(
C
ρv

)−0.65

for C
ρv

> 0.3
, (6.137)

and the droplet concentration in the gas core is given as,

C =
GLE

GLE
ρl

+ GG
ρv

. (6.138)

Here GLE is the mass flux of the entrained liquid. To solve the annular flow model

given by Eqs. (6.131)–(6.138), it is necessary to provide the mass flux distribution at

the point of the annular flow onset.

Onset of Annular Flow

Wallis used entrainement data which were taken in a 25.4 mm tube for air and water

flow at atmospheric pressure and derived the following correlation for the onset of

annular flow [229],

J∗v = 0.4+0.6J∗l , (6.139)

where

J∗v ≡ Jvρ
1/2
v

[gDh(ρl −ρv)]
1/2

, J∗l ≡ Jlρ
1/2

l

[gDh(ρl −ρv)]
1/2

. (6.140)

Here the superficial velocities of the liquid phase, Jl , and the gas phase phase, Jv, are

calculated as,

Jl =
(1− x)G

ρl

, Jv =
xG

ρv

, (6.141)

x is the two-phase mixture quality, G is the total mass flux, and Dh is the channel

hydraulic diameter. Combining Eqs. (6.139)–(6.141), the following correlation for

the mixture quality at the onset of annular flow is obtained,

xOAF =
0.6+0.4

√
gDhρl(ρl −ρv)/G

0.6+
√

ρl/ρv

. (6.142)

Thus, the liquid and gas mass fluxes at the onset of annular flow can be found as,

GL,OAF = (1− xOAF)G, GG,OAF = xOAF G. (6.143)
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Initial Entrained Fraction

The initial entrained fraction at the onset of annular flow is defined as,

ΦIEF ≡ GLE,OAF

GL,OAF

, (6.144)

where GLE,OAF is the mass flux of the entrained liquid at the onset of annular flow.

Based on the air-water data obtained at atmospheric pressure, the following correla-

tion for the initial entrained rate is proposed [5],

ΦIEF =





0 for J∗l ≤ 0.025

min

[
8.4·106(J∗l −0.025)

Re
3/2

l

,1

]
for J∗l > 0.025

, (6.145)

where

Rel =
GDh

µl

. (6.146)

The correlation given by Eq. (6.145) should be used together with the following

criterion for the onset of annular flow,

J∗v =





1.0 for J∗l ≤ 0.5

1.0+0.56(J∗l −0.5) for J∗l > 0.5
. (6.147)

6.5 THREE­DIMENSIONAL MULTIPHASE FLOW IN ROD BUNDLES

The importance of a thorough understanding of multiphase flow within fuel rod as-

semblies cannot be overstated for several reasons. Firstly, the distribution of phases

between sub-channels significantly influences the local margin to the onset of critical

heat flux. Secondly, the internal structure of multiphase flow has profound effects on

the overall instability of multiphase flow. With a comprehensive understanding of

these governing phenomena, it is possible to influence these characteristics of multi-

phase flow through appropriate design measures.

Conducting an in-depth study of multiphase flow within a fuel rod assembly

presents significant challenges for two primary reasons. On the one hand, the intri-

cate geometry of a fuel rod assembly, which includes design details with dimensions

spanning from fractions of a millimeter to several meters, adds to the complexity. On

the other hand, the phenomena associated with multiphase flow are quite involved,

encompassing complex physical processes such as the formation of bubbles, their

migration, and their coalescence into larger structures. These phenomena, coupled

with the inherent complexity of turbulence within fuel rod bundles, can result in a

wide variety of flow patterns.

Undoubtedly, due to the reasons previously mentioned, there is a necessity for

experimental investigations of multiphase flow in fuel rod bundles. However, for

certain specific cases, such as bubbly two-phase flow or dispersed annular two-phase

flow, numerical approaches can be employed. These applications will be elaborated

upon in greater detail in the subsequent subsections.
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6.5.1 LAGRANGE PARTICLE TRACKING IN GAS CORE FLOW

Within the context of fuel bundle applications, the use of Lagrange particle tracking

proves to be especially beneficial in predicting the paths of droplet migration and

their rates of deposition on walls. Specifically, this approach offers a mechanistic

tool for examining the impact of spacers and their design details on droplet behav-

ior [147].

In the Eulerian-Lagrangian framework, the gas phase is considered a continuum,

with the Reynolds averaged Navier-Stokes equations being solved, while the droplets

are addressed through Lagrangian particle tracking. These droplets have the ability

to exchange mass, momentum, and energy with the gas phase, for which a two-

way coupling method is utilized. This method also takes into account the influence

of droplets on gas flow through mutual interactions. However, interactions between

droplets, such as collision and coalescence, are usually not considered due to the lack

of well-established models to handle their complexity. Consequently, the conserva-

tion equations for the continuous gas phase are as follows [145]:

Mass conservation equation

∂ρ

∂ t
+∇ · (ρv) = ΓG , (6.148)

Momentum conservation equation

∂ (ρv)

∂ t
+∇ · (ρvv) =−∇p+∇ · τττe +ρg+ΓGvF +MD , (6.149)

Energy conservation equation

∂ (ρ i)

∂ t
+∇ · (ρ iv) =−∇ ·q′′

e +ΓGiF +q′′′D . (6.150)

In these equations ΓG is the gas mass source due to the evaporation of a liquid film,

vF is the liquid film velocity, τττe is the effective stress tensor that includes turbulent

effects, MD is the momentum transfer term due to interactions with droplets, q′′
e is

the effective heat flux vector that includes turbulent effects, iF is the specific enthalpy

of the liquid film, and q′′′D is the energy transfer term due to gas-droplet heat transfer.

The droplet motion is tracked individually according to the following set of equa-

tions,
drD

dt
= vD , (6.151)

mD

dvD

dt
= FD +FL +mDg , (6.152)

where rD is the droplet position, vD is the droplet velocity vector, mD is the mass

of the droplet, FD is the drag force, and FL is the lift force. Some discussion of the

required closure relationships and further references can be found in [6].
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6.5.2 TWO­FLUID MODEL

The two-fluid model is derived from the generic conservation principle given by

Eq. (6.35), assuming that the considered mixture consists of just two components.

The conservation equations for mass, momentum, and energy are obtained for each

component separately by using the definitions of ψk, Jk, and φk, given in Table 6.1.

The formulation of the conservation equations together with the derivation of the

required constitutive relationships to close the system of equations is extensively

discussed by, e.g., Ishii and Hibiki [113] and Drew and Passman [59]. We provide

here a short summary of the model that can be applied to prediction of bubbly two-

phase flows in fuel rod bundles. A more comprehensive discussion of the topic and

further references can be found in [7, 237].

Mass Conservation Equations

The mass conservation equations for both phases can be written as follows,

∂
(
αkρk

X
)

∂ t
+∇ ·

(
αkρk

X vk
Xρ
)
= Γki , (6.153)

with the interface mass transfer condition,

2

∑
k=1

Γki = 0 . (6.154)

The interface mass transfer can be due to the thermodynamic non-equilibrium be-

tween two phases of the same species. For example, in a subcooled bubbly flow,

bubbles condense and the corresponding interface mass transfer term is negative and

equal to the mass of condensing vapor per unit volume and time. On the contrary,

for saturated liquid droplets moving in a superheated vapor, the interface mass trans-

fer term for vapor is positive and equal to the mass of evaporating droplets per unit

volume and time.

Momentum Conservation Equations

The momentum conservation equations for both phases are as follows,

∂
(
αkρk

X vk
Xρ
)

∂ t
+∇ ·

(
αkρk

X vk
Xρ vk

Xρ
)
=−αk∇pk

X

+∇ ·
[
αk

(
τττk

X + τττ t
k

)]
+αkρk

X g+(pk
i − pk

X )∇αk

+(vk
iρ −vk

Xρ)Γki +Mki −∇αk · τττk
i

. (6.155)

In this equation τττk
X is the mean shear stress tensor, τττ t

k is the turbulent shear stress

tensor, pk
X is the mean pressure, pk

i is the mean pressure at the interface, vk
iρ is

the mass-weighted mean velocity at the interface, τττk
i is the mean shear stress at the

interface, and Mki represents all interfacial momentum sources.
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Energy Conservation Equations

Thw energy conservation equations in terms of the specific enthalpies are given as,

∂
(

αkρk
X
ik

Xρ
)

∂ t
+∇ ·

(
αkρk

X
ik

Xρ
vk

Xρ
)
=−∇ ·αk

[
q′′

k

X
+
(
q′′

k

)t
]

+
(
ik

iρ − ik
Xρ
)

Γki +aiq′′
i
+q′′′k

. (6.156)

Here ik
Xρ

is the mass-weighted mean specific enthalpy of phase k,
(
q′′

k

)t
is the tur-

bulent heat flux, ik
iρ

is the mean specific enthalpy at the interface, ai is the interfacial

area concentration, q′′
i

is the mean interfacial heat flux, and q′′′k is the volumetric

heat source. All terms that result from mechanical energy dissipation are neglected

in the equations, which is an acceptable approximation for processes dominated by

heat transfer and phase changes.

6.5.3 TRANSPORTED LIQUID FILM MODEL

The transported liquid film model is suitable for annular two-phase flows with a thin

liquid film, which is typically found just upstream of the dryout point in a heated

channel. For such liquid films, it can be assumed that the flow in the direction nor-

mal to the wall can be disregarded and that the spatial gradients of flow variables

tangential to the wall surface are insignificant compared to those in the direction nor-

mal to the wall. These assumptions suggest that advection can be addressed solely

in the direction tangential to the wall. Consequently, the transport equations for the

liquid film can be integrated in the direction normal to the wall, resulting in two-

dimensional equations. All properties of the liquid film, which vary across the film

thickness, are represented as depth-averaged quantities given as [146],

φ =
1

δ

∫ δ

0
φdy , (6.157)

where δ is the film thickness, φ is any film property, and y is the distance normal

from the wall surface. Omitting the bar to indicate the averaged quantities, the depth-

averaged mass, momentum, and energy equations for two-dimensional liquid film are

given as,
∂ (ρδ )

∂ t
+∇s · (ρδv) = Sδ , (6.158)

∂ (ρδv)

∂ t
+∇s · (ρδvv) =−δ∇s p+Sv, (6.159)

∂ (ρδ i)

∂ t
+∇s · (ρδ iv) = Si, (6.160)

where v is the mean film velocity vector in the surface, i is the mean film-specific

enthalpy, ∇s is the nabla operator tangential to the surface, ρ is the density, p is

the pressure, and Sδ , Sv, and Si are the source terms in the mas, momentum, and

energy equation, respectively. The formulation of these source terms is still an active

research area and some examples can be found in the literature, e.g., [64, 145].
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PROBLEMS

PROBLEM 6.1

A mixture of superheated vapor with 300 K superheat and saturated droplets

at pressure 7 MPa is flowing in an adiabatic channel with mass fluxes 200 and

700 kg m−2 s−1, respectively. Calculate the actual and the thermal-equilibrium

qualities for the mixture.

PROBLEM 6.2

Explain the difference between the following two mean values of the quantity ψ:

ψXρ and ψ iρ .

PROBLEM 6.3

Consider the term (vk
iρ − vk

Xρ )Γki in the two-fluid momentum conservation

given by Eq. (6.155) for two-phase flow of saturated droplets flowing in a stream

of superheated vapor. Assume that droplets evaporate and move with lower speed

than the vapor. What is the net momentum exchange between the phases? How

the situation changes when the droplets move faster than the vapor?

PROBLEM 6.4

A vertical tube with an inner diameter of 12 mm is uniformly heated with linear

power q′ = 25 kW m−1 and cooled with water flowing upward at inlet pressure

7 MPa, inlet subcooling 10 K, and inlet mass flux 1500 kg m−2 s−1. Using the

homogeneous equilibrium model, calculate the total friction pressure loss in the

channel.



7 Convection Heat Transfer

Convective heat transfer involves the transfer of heat between different bodies due

to the movement of fluid. In nuclear reactors, this type of heat transfer is a critical

process that is responsible for the removal of heat from the reactor core. The circu-

lating coolant in the primary circuit is continuously heated in the reactor core, where

heat is transferred from the fuel cladding surface to the coolant. To keep the coolant

and the core temperatures at constant and safe levels, the heat from the core has to

be transferred at sufficient rates from the coolant to the secondary loop or to another

heat sink.

The rate of convective heat transfer is observed to be proportional to the tem-

perature difference and is conveniently expressed by Newton’s law of cooling. The

law states that the rate of convective heat transfer is governed by the temperature

difference and by a heat transfer coefficient that is relatively independent of this

temperature difference. The heat transfer coefficient, h, depends upon the physical

properties of the fluid and the characteristic features of the fluid flow.

There are two main types of convective heat transfer: natural convection, in

which the fluid flow is caused by buoyant forces, and forced convection, in which

flow is caused by an outside force. Formulas and correlations that are available in

many references to calculate heat transfer coefficients are always limited to specific

conditions for which they have been derived. These conditions include the type of

convection: either natural convection or forces convection, and the type of fluid flow:

either laminar flow or turbulent flow. In some cases fluid flow is determined simul-

taneously by buoyancy forces and external forces and the corresponding convective

heat transfer is referred to as mixed convection heat transfer.

In this chapter we discuss the convective heat transfer that is relevant to heat

removal from a reactor core under various operational conditions. We incorporate

specific conditions for different coolants, as considered in the context of water-cooled

reactors, gas-cooled reactors, and liquid metal-cooled reactors.

7.1 NATURAL CONVECTION

Natural convection heat transfer is of paramount importance in the context of nuclear

power reactor applications. From a safety perspective, its most significant attribute

is its ability to facilitate heat removal and cool the reactor core. Consequently, it

aids in keeping the temperature of the fuel and cladding within safe limits, averting

overheating and potential damage, and ensuring the reactor’s secure shutdown during

emergencies. However, the rate of natural convection heat transfer is directly tied to

the fluid flow rate induced by buoyancy forces and cannot be controlled. Therefore,

a thorough understanding and effective utilization of natural convection heat transfer

are essential for the safe and efficient operation of nuclear power reactors.
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Natural convection of heat serves as the primary mechanism for heat removal in

passive cooling systems, which are employed for core cooling during regular opera-

tion, transients, design basis accidents, and even severe accidents. Passive cooling is

also implemented in other components such as steam generators and water cooling

heat exchangers, which facilitate the transfer of heat from the reactor or steam gener-

ator to the cooling water. Furthermore, modern reactor designs incorporate specific

passive safety systems, including passive safety injection systems, passive residual

heat removal systems, and passive containment cooling systems.

7.1.1 NATURAL CONVECTION IN POOLS

One of the configurations for the study of natural convection consists of a heated

vertical wall, with known height H, immersed in a large pool of fluid with tem-

perature T∞. The complete governing equations for the steady, constant property,

two-dimensional flow are
∂u

∂x
+

∂v

∂y
= 0 , (7.1)

ρ

(
u

∂u

∂x
+ v

∂u

∂y

)
=−∂ p

∂x
+µ∇2u , (7.2)

ρ

(
u

∂v

∂x
+ v

∂v

∂y

)
=−∂ p

∂y
+µ∇2v−ρg , (7.3)

u
∂T

∂x
+ v

∂T

∂y
= a∇2T . (7.4)

Here u and v are velocity components in the horizontal and the vertical direction,

respectively, T is the temperature, a is the thermal diffusivity, p is the pressure, and

−ρg is the body force term in the vertical momentum equation. Noting that the

pressure gradient in the vertical direction is determined by the fluid density as,

∂ p

∂y
≃ dp∞

dy
=−ρ∞g , (7.5)

the momentum equation in the vertical direction becomes,

ρ

(
u

∂v

∂x
+ v

∂v

∂y

)
= µ∇2v+(ρ∞ −ρ)g . (7.6)

Thus we notice that when ρ∞ −ρ > 0, there is a positive body force acting on the

fluid in the vertical direction. This is the buoyancy force that is responsible for the

fluid motion during natural convection. Since the density variation is due to temper-

ature change, there is a coupling between the temperature field and the velocity field.

Mathematically the coupling can be achieved using the Boussinesq approximation of

the momentum equation in which the following linear relationship between the fluid

density and the temperature is assumed,

ρ∞ −ρ

ρ∞

≃−β (T∞ −T ) , (7.7)
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where β is the volume expansion coefficient at constant pressure defined as,

β =− 1

ρ

(
∂ρ

∂T

)

p

. (7.8)

Substituting approximation (7.7) into Eq. (7.9) yields,

u
∂v

∂x
+ v

∂v

∂y
= ν∇2v+gβ (T −T∞) . (7.9)

This equation represents the momentum balance in the vertical direction in which

three kinds of forces are present: inertia forces on the left-hand side and friction

and buoyancy forces on the right-hand side of the equation. An order-of-magnitude

analysis indicates that for fluids with a high Prandtl number (that is with a high ν/a

ratio) the fluid motion is dominated by the friction and buoyancy balance, and the

Nusselt number varies as [13],

Nu =
hH

λ
∼ Ra

1/4
H , (7.10)

where the Rayleigh number is defined as,

RaH =
gβ∆T H3

aν
. (7.11)

For low Prandtl-number fluids, the analysis shows that the fluid motion is governed

by the buoyancy and inertia balance and the Nusselt number varies as,

Nu ∼ (RaHPr)1/4 . (7.12)

The wall-averaged Nusselt number corresponding to the two Pr limits are [142],

NuH =





0.671 Ra
1/4
H as Pr → ∞

0.8(RaH Pr)1/4
as Pr → 0

. (7.13)

The boundary layer flow along a vertical wall remains laminar if the distance y is

small enough so that the following is satisfied,

Gry . 109 for 10−3 ≤ Pr ≤ 103, (7.14)

where the Grashof number is defined as,

Gry =
gβ∆Ty3

ν2
=

Ray

Pr
. (7.15)

A correlation for wall-averaged Nusselt number that covers laminar, transition, and

turbulent range is given as [38],

Nuy =

{
0.825+

0.387Ra
1/6
y

[1+(0.492/Pr)9/16]8/27

}2

. (7.16)
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The correlation is valid for the entire Rayleigh number range, 10−1 < Ray < 1012,

and for all Prandtl numbers. The physical properties used in Nuy, Ray and Pr are eval-

uated at the film temperature (Tw +T∞)/2. Some additional correlations for natural

convection applications are provided in Appendix C.

7.2 FORCED CONVECTION

The basic feature of forced convection heat transfer is that the velocity field is well

known or can be found from given boundary conditions. For steady-state laminar

flow of a constant-property fluid in a simple geometry, such as a circular tube or a

concentric annulus, the velocity field can be found analytically. When the flow is

turbulent, it is necessary to employ models to account for turbulent effects in friction

and heat transfer processes. In §5 we discussed various approaches to predict velocity

fields for fluid flow in channels. In this section we turn our attention to convective

heat transfer associated with a known velocity field.

7.2.1 HEAT TRANSFER TO LAMINAR CHANNEL FLOW

When fluid enters a heated channel, two processes occur simultaneously. On the one

hand, the velocity field develops along the channel due to the viscous force acting

on the channel walls. As a result, the velocity field is divided into two regions, a

core flow, in which the viscous effects are negligibly small, and the hydrodynamic

boundary layer, dominated by the viscous effects. On the other hand, similar process

takes place with the temperature field, where fluid layers in the wall proximity are

heated and a thermal boundary layer is formed. Beyond the thermal boundary layer,

a thermal core flow region exists with approximately uniform temperature distribu-

tion. After some length from the channel entrance, the velocity field becomes fully

developed and the radial velocity profile does not change anymore. Even though due

to heat transfer the fluid mean temperature will change along the channel, the tem-

perature profile will become fully developed as well when channel is heated with

uniform heat flux or uniform wall temperature is applied.

Fully Developed Flow

As already mentioned, far enough from a channel entrance, the velocity profile is

fully developed and can be described in terms of coordinates in the channel cross-

section area. For such conditions, the energy conservation equation can be solved for

the unknown temperature distribution in the channel.

Circular Channels

We will investigate heat transfer to fluid flowing in a circular tube with radius R, with

uniform wall temperature Tw, and subject to the following conditions,

1. Steady-state conditions,

2. Axisymmetric flow,
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3. Constant fluid properties,

4. Hydrodynamically fully developed flow,

5. Axial heat conduction negligible comparing to axial heat convection.

With these assumptions, the energy equation can be written as,

w
∂T

∂ z
= a

(
∂ 2T

∂ r2
+

1

r

∂T

∂ r

)
, (7.17)

Where T is the fluid temperature, w is the axial velocity component, z is the axial co-

ordinate, r is the radial coordinate, and a is the fluid thermal diffusivity. The equation

can be written in a dimensionless form by introducing the following variables,

θ =
Tw −T

Tw −T0
, η =

r

R
, ζ =

a

2UR

z

R
=

2

Pe

z

D
. (7.18)

Here D = 2R is the tube diameter, U is the area-averaged fluid velocity in the tube,

T0 is the inlet temperature, and Pe is the Peclet number:

Pe =
UD

a
=

UD

ν

ν

a
= Re Pr, (7.19)

where Re is the Reynolds number and Pr is the Prandtl number. After substitution of

the dimensionless variables, the energy equation becomes,

∂θ 2

∂η2
+

1

η

∂θ

∂η
=
(
1−η2

) ∂θ

∂ζ
, (7.20)

and the boundary conditions are as follows:

1. Given wall temperature θ = 0 for η = 1,

2. Symmetry at the axis ∂Θ/∂η = 0 for η = 0,

3. Given inlet temperature θ = 1 for ζ = 0.

This classical problem was treated for the first time by Graetz and is recognized in

the heat transfer literature as the Graetz problem. Applying the method of variable

separation, the solution to the problem can be found in terms of infinite series, from

which the following local value of the Nusselt number can be obtained,

Nuz =
hzD

λ
=

∑
∞
n=0 Gn exp

(
−k2

nζ
)

2∑
∞
n=0

Gn

k2
n

exp(−k2
nζ )

. (7.21)

Here kn are eigenvalues and Gn are constants of the Graetz series solutions. Their

nine first values are given in Table 7.1.

Taking ζ → ∞, Eq. (7.21) gives the following asymptotic value of the Nusselt

number,

Nu∞ =
k2

0

2
≈ 3.66. (7.22)
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TABLE 7.1

Values of kn and Gn in Eq. (7.21) for n = 0 to 8

n kn Gn n kn Gn n kn Gn

0 2.70436 0.748775 3 14.67108 0.415418 6 26.66866 0.339622

1 6.67903 0.543830 4 18.66990 0.382920 7 30.66832 0.324062

2 10.67338 0.462861 5 22.66914 0.358686 8 34.66807 0.311014

Defining the distance from the beginning of heated length to the place where

(Nuz−Nu∞)/Nu∞ = 0.01 as the thermal entrance length, LT , Eq. (7.21) gives,

LT/D = 0.055 Pe. (7.23)

This equation indicates that for constant Reynolds number, the thermal entrance

length increases with increasing Prandtl number.

For practical calculations, the following approximations for the local Nusselt

number are recommended,

Nuz =

{
1.077ζ

−1/3
R −0.7 ζR ≤ 0.01

3.657+6.874
(
103ζR

)−0.488
exp(−57.2ζR) ζR > 0.01

, (7.24)

where ζR = (z/R)/Pe.

Similar analysis for a round tube heated with uniform heat flux q′′w gives the

following approximations for the local Nusselt number,

Nuz =





1.302ζ
−1/3
R −1.0 ζR ≤ 5×10−5

1.302ζ
−1/3
R −0.5 5×10−5 < ζR ≤ 1.5×10−3

4.364+8.68
(
103ζR

)−0.506
exp(−41.0ζR) ζR > 1.5×10−3

.

(7.25)

Here Nuz = q′′wD/λ [Tw(z)−Tm(z)], with Tm–mean temperature in a tube cross sec-

tion and Tw–wall temperature. The corresponding asymptotic Nusselt number Nu∞

and the thermal entrance length LT are obtained as,

Nu∞ =
48

11
≈ 4.36, (7.26)

LT/D = 0.07 Pe. (7.27)

Non-Circular Channels

In the case of non-circular channels, the heat convection prediction is difficult due

to complicated expressions that describe the lateral distribution of velocity. Such

problems can be usually solved when adopting some simplifying assumptions.
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Thermally and Hydraulically Developing Flow

In most cases of practical interest, the velocity and temperature fields develop simul-

taneously downstream of the channel entrance. A closed-form expression that covers

both the entrance and fully developed regions is as follows [39],

Nuz

4.364
[
1+(Gz/29.6)2

]1/6
=


1+




Gz/19.04
[
1+(Pr/0.0207)2/3

]1/2 [
1+(Gz/29.6)2

]1/3




3/2



1/3, (7.28)

where Nuz = q′′wD/λ [Tw(z)−Tm(z)], with Tm–mean temperature in a tube cross sec-

tion and Tw–wall temperature, and Gz= π/(4ζR) is the Graetz number.

The heat transfer and pressure drop expressions for thermally and hydraulically

developing flow in channels with other cross-sectional shapes can be found in [198].

In general, however, it is worth noting that the Nusselt number in the entrance section

obeys a relationship of the following type,

Nuz =
const√

z/Dh

Pe

. (7.29)

7.2.2 HEAT TRANSFER TO TURBULENT CHANNEL FLOW

Experiments show that for turbulent channel flow of fluid with Pr = 1 the velocity

and temperature fields are similar. In this case, and in the case of turbulent flow

along a plate, there is a simple relationship between the Nusselt number Nu and the

Fanning friction factor C f as follows,

Nu =
C f

2
Re, where C f =

2τw

ρU2
. (7.30)

This relationship, connecting the heat transfer coefficient and the friction factor, is

called the Reynolds analogy.

For Pr 6= 1, which is the most frequent case, we need to consider separately the

viscous sublayer and the turbulent core flow. In the turbulent region the Reynolds

analogy is assumed, that is,

νt = at , (7.31)

and because at ≫ a and νt ≫ ν , we can assume that ν = a = 0. We also assume that

the temperature and the velocity have a linear distribution in the viscous sublayer, so

the equations describing the heat and momentum transfer in the sublayer are given

as,
τ

ρ
= ν

dw

dy
, (7.32)
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q′′

ρcp

=−a
dT

dy
. (7.33)

Assuming that the viscous sublayer has thickness δ and the shear stress and the heat

flux in the sublayer are constant and equal to the corresponding wall values, that is

τ = const = τw and q′′ = const = q′′w, Eqs. (7.32) and (7.33) can be integrated as

follows, ∫ wδ

0
dw =

τw

ρ

∫ δ

0

dy

ν
, wδ =

τw

ρν
δ (7.34)

∫ Tδ

Tw

dT =− q′′w
ρcp

∫ δ

0

dy

a
, Tw −Tδ =

q′′w
ρcpa

δ . (7.35)

Similar integration can be performed in the turbulent core, assuming velocity vari-

ation from wδ to U and temperature variation from Tδ to Tb, where U and Tb is

the mean velocity and the bulk temperature, respectively. As a result, the following

relationship is obtained,
U −wδ

Tδ −Tb

=
cpτw

q′′w
. (7.36)

Now we can combine Eqs. (7.32)–(7.36) to obtain,

Tw −Tb =
q′′w

cpτw

(
U −wδ +wδ

ν

a

)
=

q′′w
cpτw

[wδ (Pr−1)+U ] . (7.37)

Substituting,

h =
q′′w

Tw −Tb

and C f =
2τw

ρU2
,

the expression for Tw −Tb takes the following form,

1

h
=

1

cpC f ρU2/2
[wδ (Pr−1)+U ] =

1

cpC f ρU/2

[wδ

U
(Pr−1)+1

]
.

Since the Stanton number is defined as

St =
h

cpρU
=

hD

λ

µ

ρUD

λ

cpµ
=

Nu

Re Pr
, (7.38)

the following relationship, called the Prandtl analogy, is obtained,

St =
C f /2

1+
wδ
U
(Pr−1)

. (7.39)

Taking the thickness of the viscous sublayer equal to y+ = 5 we get,

wδ = 5uτ = 5U

√
C f /2 and

wδ

U
= 5

√
C f /2.

Using this result in Eq. (7.39), we obtain a new expression for the Stanton number,

St =
C f /2

1+5
√

C f /2(Pr−1)
. (7.40)
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Prandtl analogy can be applied to various heat transfer problems with turbulent

boundary layer, including flows in channels and flows over flat plates.

In Colburn’s empirical correlation, the Stanton number is expressed in terms of

the friction factor as follows [40],

St Pr2/3 ∼= C f

2
. (7.41)

In the special case of a pipe with smooth internal surface, the following formula can

be derived,

Nu = 0.023 Re0.8 Pr1/3, (7.42)

which is valid for the following ranges of the Reynolds number: 2 ·104 < Re < 106,

the Prandtl number: 0.7 < Pr < 160, and the distance from the inlet: L/D > 60.

Another popular formula to predict heat transfer coefficient in tubes is a correla-

tion due to Dittus and Boelter [56],

Nu = 0.023 Re0.8 Prn, (7.43)

which is valid for the following ranges of the Prandtl number: 0.7 ≤ Pr ≤ 120, the

Reynolds number: 2500≤Re≤ 1.24 ·105, and the distance from the inlet: L/D> 60.

The Prandtl number exponent is n = 0.4 when the fluid is being heated and n = 0.3
when the fluid is being cooled.

A correlation that can be used both in constant heat flux and constant temperature

applications was proposed by Gnielinski [77],

Nu =

C f

2
(Re−1000) Pr

1+12.7

√
C f

2
(Pr2/3 −1)

. (7.44)

The correlation is accurate within ±10% in the range 0.5 < Pr < 2000 and 2300 <
Re < 5×106.

For the low Prandtl number applications, such as heat transfer to liquid metals,

Notter and Sleicher proposed the following correlation [169],

Nu =

{
6.3+0.0167 Re0.85 Pr0.93 for q′′w = const

4.8+0.0156 Re0.85 Pr0.93 for Tw = const
, (7.45)

where all the properties are calculated at the mean temperature Tm = (Tin +Tout)/2,

q′′w is the wall heat flux, and Tw is the wall temperature. The correlation is valid for

0.004 < Pr < 0.1 and 103 < Re < 106.

7.3 HEAT TRANSFER TO SUPERCRITICAL FLUIDS

Supercritical fluids have physical properties that make them attractive for applica-

tions in a variety of fields such as thermal power engineering, chemical and biochem-

ical reactions, wastewater treatment, and many more. Supercritical fluids, including
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supercritical water, are being investigated as potential coolants and working fluids

for both fission and fusion reactors. In fission reactors, supercritical fluids can be

used as coolants to improve the thermal efficiency and reduce the size of the reactor

core. In addition to supercritical water, other supercritical fluids that are being con-

sidered for this application include carbon dioxide, nitrogen, and helium. In fusion

reactors, supercritical fluids are being investigated as potential coolants and tritium

breeding materials. Supercritical water is one of the fluids being considered for this

application, along with other materials such as liquid metals and molten salts.

However, there are still significant challenges to overcome in the use of supercrit-

ical fluids in both fission and fusion reactors. These challenges include the need for

materials that can withstand high temperatures and pressures, as well as the potential

for corrosion and erosion of the reactor components. Additionally, the behavior of

supercritical fluids in complex flow regimes needs to be better understood to design

safe and efficient reactor systems. In particular, the significant departure of the heat

transfer coefficient from the values commonly encountered for subcritical fluids need

additional research.

Heat transfer to supercritical fluids plays an important role in many of the envi-

sioned applications and thus proper understanding of the heat transfer characteristics

is of significant importance. Although this type of heat transfer has been extensively

studied in the past decades, there is still a lack of full understanding of the involved

phenomena. In particular, due to significantly varying physical properties of super-

critical fluids in the vicinity of a pseudocritical point, the intensity of heat transfer

varies and can be either lower, higher, or at the same level as for constant-property

subcritical fluids.

Heat transfer to supercritical fluids is generally more efficient than to other flu-

ids, particularly in certain temperature and pressure ranges. Supercritical fluids have

unique thermodynamic properties that make them very efficient at absorbing and

transferring heat. For example, supercritical water has a high thermal conductivity,

a high heat capacity, and a low viscosity, which makes it an excellent heat trans-

fer medium. Since supercritical fluids have no surface tension, they can make direct

contact with the heat source, allowing for more efficient heat transfer.

However, the efficiency of heat transfer to supercritical fluids can depend on

several factors, including the temperature and pressure of the fluid, the heat transfer

surface geometry, the heat flux, and the fluid flow rate. In general, three modes of heat

transfer are distinguished: the deteriorated heat transfer, the enhanced heat transfer,

and the normal heat transfer.

The deteriorated heat transfer is of particular interest in nuclear applications since

its occurrence can lead to local high wall temperature spots and can potentially lead

to wall damage. The deteriorated heat transfer is characterized by a decrease in the

rate of heat transfer as the heat flux increases. The exact cause of heat transfer de-

terioration is not fully understood, and its explanation requires additional theoretical

and experimental research.

In this section the thermal properties of supercritical fluids and the current meth-

ods to predict heat transfer to supercritical fluids are presented. The basic properties

of water and carbon dioxide are shown, since these fluids are frequently considered
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as working fluids in thermal power engineering. We also make a short overview of the

main results of experimental research and compare selected correlations and models

with experimental results.

7.3.1 BASIC PROPERTIES OF SUPERCRITICAL FLUIDS

A supercritical fluid is such a fluid that exists at a temperature and pressure above

its critical point, where it is not possible to distinguish between liquid and vapor

phases, and thus there are no clear phase change phenomena as for fluids at sub-

critical pressures. Supercritical fluids have no surface tension because they are not

subject to the vapor-liquid interface and no molecules have the attraction to the in-

terior of the liquid. The physical properties of supercritical fluids vary significantly

with pressure and temperature, especially along a pseudocritical curve, which in a

phase diagram is a prolongation of the liquid-vapor phase change curve. Supercrit-

ical fluids can have very different properties than the regular fluids. For instance,

supercritical water differs from regular water since it is non-polar and acidic. These

property changes, along with high pressure and temperature conditions, are causing

the development of new materials to be needed. Such materials will need to have

improved corrosion and oxidation resistance enhanced strength and embrittlement

resistance and advanced creep resistance.

(a) (b)T T

p p

Triple point Triple point

Critical point Critical point

Pseudocritical Pseudocritical
curve curve

Vaporization
curve

Vaporization
curve

273.16 K

611.66 Pa

647 K

22.1 MPa

216.6 K

517 kPa

304 K

7.38 MPa

Figure 7.1 Phase diagrams: (a) - water, (b) - carbon dioxide.

Phase Diagrams

The phase diagrams for water and carbon dioxide are shown in Fig. 7.1. The two

characteristic points on the diagram are the triple point, at which solid, liquid and

vapor phases coexist, and the critical point, beyond which the vaporization no longer

takes place. Critical pressure and temperature values for selected fluids are given in

Table 7.2.
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TABLE 7.2

Critical Properties of Selected Fluids

Fluid Critical Critical Critical
Temperature (K) Pressure (kPa) Density (kg/m3)

Water (H2O) 647.096 22064.0 322

Heavy Water (D2O) 643.847 21661.8 356

Carbon Dioxide (CO2) 304.128 7377.3 469

Oxygen (O2) 154.481 5043.3 436

Nitrogen (N2) 126.192 3395.8 313

Hydrogen (H2) 33.145 1296.4 31.3

Helium (He) 5.195 227.6 72.6

In the subcritical region, the liquid and vapor physical properties change across

the vaporization curve in a discontinuous manner. Even in the supercritical region

the properties change from “liquid-like” to “vapor-like” properties, however, this

change is continuous. At certain locations in the supercritical region these changes

are particularly severe. For example, specific heat and viscosity have local maxima,

whereas density and viscosity experience steep change from liquid-like to vapor-

like values. The points of such significant property changes are called pseudocritical

points and they constitute the pseudocritical curve on the phase diagram, as shown

in Fig. 7.1.

The pseudocritical curves for supercritical water and carbon dioxide are shown

in Fig. 7.2. The curves have been determined as a collection of pressure and temper-

ature points at which the specific heat has the maximum value. As can be seen, when

the pressure increases about 50% above the critical pressure, the pseudocritical tem-

perature increases only about 6%. Polynomial approximations of the curves in the

pressure range 1 < pR < 1.5 are given by Eqs. (7.46) and (7.47),

Tpc

Tcr

= 1+0.131(pR −1)−0.0249(pR −1)2 −0.0110(pR −1)3 for H2O, (7.46)

Tpc

Tcr

= 1+0.147(pR −1)−0.0604(pR −1)2 +0.0335(pR −1)3 for CO2, (7.47)

where pR = p/pcr is the reduced pressure.

Variation of Supercritical Fluid Properties

Supercritical fluid properties strongly vary as a function of temperature and pres-

sure. For a fixed pressure, the region in the vicinity of the corresponding pseudocrit-

ical temperature is a location of significant property changes. The density, viscosity,

specific heat, and thermal conductivity variation in the vicinity of the pseudocritical

temperature for water and carbon dioxide are shown in Figs. 7.3 and 7.4, respectively.
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Figure 7.2 Pseudocritical curves for water and carbon dioxide.

The property changes for the two supercritical fluids show some similarities. The

density and the dynamic viscosity monotonically decrease with increasing tempera-

ture, with the highest drop in the vicinity of the pseudocritical temperature.

The specific heat capacity has a non-monotonic behavior, with a clear maximum

at the pseudocritical temperature. For pressures close to the critical pressure the heat

capacity varies in a range of several orders of magnitude for 0.96 < T/Tpc < 1.04.

This variation becomes less severe when pressure increases and departs from the

critical pressure.

The thermal conductivity has a more complex variation with pressure and tem-

perature, showing some similarities the the density and the specific heat behavior.

For pressures close to the pseudocritical pressure, a clear maximum of the conduc-

tivity can be observed in the narrow temperature range around the pseudocritical

temperature. With increasing pressure the maximum becomes less visible and even-

tually a monotonically decreasing thermal conductivity with increasing temperature

is observed.

Variable thermal fluid properties influence the friction losses and heat transfer

rates to supercritical fluids. In particular, when the pseudocritical point is located

in the boundary layer, heat flux variations are causing local temperature variations,

which lead to local property variations. As a result the linear relationship between
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Figure 7.3 Variation of the physical properties of supercritical water in the pseud-

ocritical region.

the heat flux and the wall-bulk temperature drop is significantly violated. This effect

is further strengthened by high Prandtl number that characterizes supercritical fluids.

For laminar and natural convection heat transfer, thermal boundary layer is much

thinner than the velocity boundary layer, thus the fluid properties vary significantly

throughout the velocity boundary layer.

7.3.2 WALL TEMPERATURE MEASUREMENTS

Since the conventional heat transfer correlations are not applicable to predict wall

temperature in channels cooled with supercritical fluids, considerable number of in-

vestigations have been performed to measure the wall temperature during heat trans-

fer to fluids at pressures above the critical pressure. These measurements have been

performed under a wide range of operating conditions, such as mass flux, heat flux,

system pressure, flow orientation against gravity, and tube inner diameter, in order to

capture the influence of these factors on the heat transfer rates.

The variations of wall temperature during heat transfer to supercritical water

flowing in tubes at various conditions are shown in Fig. 7.5(a–d). The figures show

the difference between the measured wall temperature Tw and the corresponding
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Figure 7.4 Variation of the physical properties of supercritical carbon dioxide in

the pseudocritical region.

pseudocritical temperature Tpc as a function of a ratio of the bulk specific enthalpy ib

and the specific enthalpy at the pseudocritical temperature ibpc. Since axially­uniform

heat flux was used in the experiments, ib/ibpc ratio can be interpreted as a measure

of a distance along the tube.

For Tw − Tpc < 0 a “liquid­like” fluid prevails in the tube cross­section, since

the fluid temperature is lower than the pseudocritical temperature in the entire cross­

section. For such conditions experimental data experience a rather small spread, sim­

ilar to typical data obtained for subcritical fluids. However, for Tw −Tpc > 0 and for

ib/ibpc < 1, the pseudocritical temperature is present in the thermal boundary layer

causing significant property changes in that region. For such conditions a local heat

transfer deterioration can occur, as is clearly visible in Fig. 7.5(a–c). For example,

as shown in Fig. 7.5(a), increasing heat flux above 277.8 kW/m2 causes wall tem­

perature to locally increase up to 300 K above the pseudocritical temperature, even

though the bulk temperature is below the pseudocritical temperature. Such significant

temperature increase indicates a local heat transfer deterioration.

The influence of tube orientation on the measured wall temperature is shown

in Fig. 7.5(d). It can be seen that at identical conditions, but various tube orienta­

tions, the measured wall temperature varies in a range of 20 K. These temperature
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(a) (b)

(c) (d)

Figure 7.5 Measured wall temperature for heat transfer to supercritical water flow-

ing in tubes: (a)–low mass flux conditions for vertical upflow [200], (b)–tube diame-

ter influence at moderate mass flux for vertical upflow [76], (c)–vertical upflow in a

large-diameter tube [141], (d)–influence of flow orientation at high mass flux [239].

variations are much less than the ones observed in Fig. 7.5(a–c), since the heat trans-

fer deterioration does not take place. However, due to the local property changes

the heat transfer coefficient changes as well. For example, for a horizontal flow, the

fluid density at the top of a cross-section is less than the density at the bottom due

to the buoyancy effects. The property variations in a tube cross-section are causing

variations in the heat transfer coefficient.

7.3.3 WALL TEMPERATURE PREDICTIONS

Thermal-hydraulic designs and optimization of fuel assemblies require predictions

of clad temperature at various flow and heat flux conditions. The predicted clad tem-

perature at hot spots will provide information about thermal margins in the reac-

tor core. One of the challenges is the accuracy of predictions, taking into account

the variability of the operating conditions and the geometry details of core. In this
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section we present various available correlations and computational approaches that

can be used for wall temperature prediction when cooled with a supercritical fluid.

Correlations

Convective heat transfer correlations are very useful tools to calculate the wall tem-

perature when the fluid bulk temperature and the applied heat flux between fluid and

wall surface are known. Similarly as for regular fluids, many correlations have been

proposed for convective heat transfer to supercritical fluids, using the conventional

approaches for the Nusselt number expressed in terms of the Reynolds and Prandtl

numbers. Main differences between various formulations are in values of coefficients

and exponents that are used. To account for the effect of temperature on fluid proper-

ties, several definitions of the reference temperature are adopted, which, in general,

takes the following form,

Tre f = c(Tw −Tb)+Tb. (7.48)

Here Tw is the wall temperature, Tb is the fluid bulk temperature, and coefficient c

varies between zero (the reference temperature is equal to the bulk temperature) and

one (the reference temperature is equal to the wall temperature). For non-uniform

temperature and velocity distributions in a channel cross-section, the bulk tempera-

ture is calculated as,

Tb =
〈ρcpuT 〉2

〈ρcpu〉2
=

∫
A ρcpuT dA∫
A ρcpudA

, (7.49)

where T and u are local distributions of temperature and velocity in the cross section,

respectively, and ρ and cp are local values of the density and specific heat of the fluid.

The averaging is performed over the cross-section area A.

Swenson et al. [213] correlated a wide range of their data for supercritical water

as follows,

Nuw = 0.00459Re0.923
w Pr0.613

cw

(
ρw

ρb

)0.231

, (7.50)

where,

Prcw ≡ iw − ib

Tw −Tb

µw

λw

, (7.51)

is the Prandtl number that uses an averaged value of the specific heat given by the

ratio of the specific enthalpy drop to the temperature drop between wall and bulk

values. The Nusselt and Reynolds numbers are calculated with fluid properties de-

termined at the wall temperature. For heat flux controlled systems, iterations are

required to find the Nusselt number. The correlation is valid in the following range

of parameters: pressure p = 22.7 to 41.3 MPa, heat flux q′′ = 0.2 to 2.0×106 W/m2,

mass flux G = 200 to 2000 kg/m2s, tube inner diameter D = 9.4 mm, fluid bulk tem-

perature T = 343 to 848 K, temperature drop Tw − Tb = 6 to 285 K, and channel

heated length L = 1830 mm.

Bishop et al. [18] proposed the following correlation,

Nub = 0.0069Re0.90
b Pr0.66

cb

(
ρw

ρb

)0.43(
1+

2.4

x/Dh

)
, (7.52)
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where,

Prcb ≡
iw − ib

Tw −Tb

µb

λb

, (7.53)

is the Prandtl number that uses an averaged value of the specific heat and the remain-

ing properties calculated at the bulk temperature. The correlation takes into account

the entrance effect through the term x/Dh, where x is the distance from the inlet

and Dh is the channel hydraulic diameter. The correlation is valid in the follow-

ing range of parameters: pressure p = 22.6 to 27.5 MPa, heat flux q′′ = 0.315 to

3.47× 106 W/m2, mass flux G = 678 to 3660 kg/m2s, tube inner diameter D = 2.5
to 5.1 mm, fluid bulk temperature T = 567 to 798 K, and wall temperature Tw = 625

to 907 K.

Krasnoshchekov and Protopopov [135] introduced a term to take into account

the relationships between the wall, bulk, and pseudocritical temperatures. Using ex-

perimental data for carbon dioxide, they proposed the following correlation for the

Nusselt number,

Nub =
C f /2 ·RebPrb

1.07+12.7
(
C f /2

)1/2
(

Pr
2/3

b −1
)
(

ρw

ρb

)0.3(
cpa

cpb

)n

, (7.54)

where,

n =





n1 for Tb ≤ Tw ≤ Tpc or 1.2 ·Tpc ≤ Tb ≤ Tw

n2 for Tb ≤ Tpc ≤ Tw

n3 for Tpc ≤ Tb ≤ 1.2 ·Tpc and Tb ≤ Tw

, (7.55)

n1 = 0.4 (7.56)

n2 = 0.4+0.2

(
Tw

Tpc

−1

)
(7.57)

n3 = 0.4+0.2

(
Tw

Tpc

−1

)[
1−5

(
Tb

Tpc

−1

)]
(7.58)

C f =
1

(3.64lnReb −3.28)2
, (7.59)

cpa =
iw − ib

Tw −Tb

. (7.60)

Here Tpc is the pseudo-critical temperature, C f is the Fanning friction factor, and cpb

is the specific heat capacity calculated at the bulk temperature. The correlation is

valid in the following range of parameters: pressure p/pcr = 1.06 to 1.33, heat flux

q′′ ≤ 2.6 MW/m2, Reb = 8 ·104 to 5 ·105, tube inner diameter D = 4.1 mm, and tube

length L = 2 m.

Using the same expressions for the exponent n and for the average specific heat

capacity cpa, Jackson proposed to reformulate the correlation given by Eq. (7.54) as

follows [114],

Nub = 0.0183Re0.82
b Pr0.5

b

(
ρw

ρb

)0.3(
cpa

cpb

)n

. (7.61)
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This expression provides results in good agreement with the original expression

given by Eq. (7.54).

Mokry et al. conducted a dimensional analysis to derive the general form of an

empirical supercritical water heat transfer correlation. They employed recent exper-

imental data for supercritical water and arrived at the following expression [164],

Nub = 0.0061Re0.904
b Pr0.684

cb

(
ρw

ρb

)0.564

, (7.62)

where the definitions of variables are the same as in the Bishop et al. correlation

given by Eq. (7.52). The experimental data have been obtained for supercritical water

flowing upward in a 4-m long vertical tubes with 10 mm inner diameter, with system

pressure around 24 MPa, inlet temperatures from 593 to 623 K, mass flux from 200

to 1500 kg/m2s, and heat flux up to 1250 kW/m2.

Variation of Heat Transfer Coefficient

One of the main features of heat transfer to supercritical fluids is a significant varia-

tion of the heat transfer coefficient, and thus the wall temperature, with changing heat

flux, specific enthalpy, system pressure, and flow orientation against the gravity. For

conventional fluids, a variation of these parameters have a very limited influence on

the heat transfer coefficient, especially under forced convection conditions. For su-

percritical fluids, the variations of the heat transfer coefficient can be very strong and

difficult to predict using various correlations, as shown in Figs. 7.6 and 7.7. There

are many reasons for this different behavior of regular and supercritical fluids, but

the dominant one is due to the strong variation of properties of supercritical fluids

with temperature in the vicinity of the pseudocritical point.

Influence of Heat Flux

In general it is observed that the heat transfer coefficient decreases with increasing

heat flux. This effect is shown in Fig. 7.6(a) for heat transfer to supercritical water

in a vertical tube with 22.1 mm inner diameter. As can be seen, keeping constant

pressure and mass flux, the heat transfer coefficient is significantly reduced when

heat flux increases from 378 to 946 kW/m2. This effect is particularly strong for

ib/ibpc ∼ 0.7.

Influence of Mass Flux

Increasing mass flux in general leads to more efficient heat transfer, similar to reg-

ular fluids. However, this general trend can be reversed when buoyancy effects and

significant property changes are involved. For example, increased mass flux can lead

to such a change in these parameters that the overall heat transfer efficiency drops.

This behavior has been confirmed experimentally by several researchers [240, 242].



Convection Heat Transfer 203

(a) (b)

Figure 7.6 Heat transfer to supercritical water: (a)–variation of the heat transfer co-

efficient with bulk enthalpy and heat flux [212], (b)–comparison of measured and cal-

culated heat transfer coefficient in a deteriorated region (measurements from [173]).

Influence of Pressure

The influence of pressure is rather weak compared to mass flux or heat flux, but it

is particularly visible when the pressure is only slightly above the critical pressure.

This can be explained by strong property variations with temperature in that pres-

sure region. In general, heat transfer coefficient increases with decreasing pressure,

when other parameters are kept constant. However, contradictory results have been

reported as well [241].

Influence of Flow Direction

The observed influence of flow direction against gravity on heat transfer coefficient

is due to buoyancy effects. Depending on the flow direction, the buoyancy effect is

either modifying the velocity distribution in a channel cross section or it causes a

separation of hot and cold fluid layers. Examples of measured wall temperatures in

a tube with various flow directions are shown in Fig. 7.5(d). For the given condi-

tions, the measured wall temperature varies only slightly for vertical up and down

flows. However, for horizontal flow, the heat transfer coefficient is slightly enhanced

on the bottom of the tube in comparison with that on the top of the tube. In general,

at relatively high ratio of heat flux to mass flux (q′′/G), the heat transfer coefficient

in downward flow is higher than that in upward flow. In addition, heat transfer de-

terioration is observed more frequently for upward flow than for downward flow.

However, contradictory results are reported in the literature indicating that the effect

of flow direction interferes with other effects and is rather complicated. As a result,

prediction of the influence of flow direction on heat transfer coefficient is quite a

challenging task, as illustrated in Fig. 7.7.
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(a) (b)

(c) (d)

Figure 7.7 Measured and calculated heat transfer coefficient for heat transfer to

supercritical water at the following conditions: pressure 24.5 MPa, mass flux 1260

kg/m2s, heat flux 698 kW/m2, inner tube diameter 7.5 mm, and with various flow

orientations: (a)–horizontal flow at the bottom of the tube, (b)–vertical up-flow, (c)–

vertical downflow, (d)–horizontal flow at the top of the tube. Experimental data taken

from [239].

7.4 CONVECTION HEAT TRANSFER IN ROD BUNDLES

The preceding results refer to convective heat transfer in simple ducts such as circular

tubes. For ducts with more complex geometry, such as fuel rod bundles, specialized

formulas have been developed.

Convective heat transfer for both upflow and downflow of water in fuel rod bun-

dles at low Reynolds numbers (Re < 104) is of particular importance for systems

with passive cooling. For such conditions the flow can be either laminar or turbu-

lent. Experimental data show that the transition between these two regimes occurs at

a specific Reynolds number that increases linearly with increasing P/DR ratio. For

example, for a lattice with P/DR ratios of 1.25, 1.38, and 1.5, the transition from the

laminar to turbulent flow occurs when the Reynolds number exceeds the following
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transition value [62, 63],

ReT =





104 × (1.319 P
DR

−1.432) for triangular lattice

1.33 ·104 × ( P
DR

−1) for square lattice
, (7.63)

where P is the lattice pitch, DR is the rod diameter, and Re is based on the hydraulic

equivalent diameter of the bundle, Dh = 4A/Pw, where A is the bundle flow area and

Pw is the wetted perimeter.

7.4.1 CONVECTION AT HIGH REYNOLDS NUMBER

For convective heat transfer to gases and liquids flowing in rod bundles with square

and triangle lattices, the following formula due to Weisman can be used [232],

Nu =C Re0.8 Pr1/3, (7.64)

where ,

C =





0.026 P
DR

−0.006 for triangular lattice with 1.1 < P
DR

< 1.5

0.042 P
DR

−0.024 for square lattice with 1.1 < P
DR

< 1.3
. (7.65)

In these expressions P is the lattice pitch and DR is the rod diameter. The Nusselt

and Reynolds numbers are based on the equivalent hydraulic diameter of the bundle,

Dh = 4A/Pw, where A is the bundle flow area and Pw is the wetted perimeter.

The most accurate of the correlations for the convective heat transfer to gases and

liquids flowing in rod bundles is a formula due to Markoczy [153],

Nu = NuDB

[
1+0.91 Re−0.1 Pr0.4(1−2 e−B)

]
, (7.66)

where,

B =





2
√

3
π

(
P

DR

)2

−1 for triangular lattice

4
π

(
P

DR

)2

−1 for square lattice

, (7.67)

and NuDB is calculated from the Dittus-Boelter correlation given by Eq. (7.43). The

correlation is valid in the following ranges for the Reynolds number: 3 ·103 < Re <
106, for the Prandtl number: 0.66 < Pr < 5, and for the pitch-to-diameter ratios:

1.02 < P/DR < 2.5.

For convective heat transfer to liquid metal flowing in a rod bundle the following

correlation is applicable [20]:

Nu =





24.14 log
(
−8.12+12.76s−3.65s2

)
for Pe ≤ 200

24.14 log
(
−8.12+12.76s−3.65s2

)
+

0.0174
[
1− e−6(s−1)

]
(Pe−200)0.9 for 200 < Pe ≤ 2000

, (7.68)

where the correlation is valid for 1.1 ≤ s ≤ 1.5. In this formula s = P/DR is the

pitch-to-diameter ratio and Pe is the Peclet number.
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7.4.2 CONVECTION AT LOW REYNOLDS NUMBER

For water flowing in a uniformly heated vertical bundle with triangular lattice, the

Nusselt number for combined convective heat transfer were best correlated by the

following formulas [62],

NuC =





(
Nu3

F +Nu3
N

)1/3
for combined upflow

(
Nu2

F −Nu2
N

)1/2
for combined downflow

, (7.69)

where NuF is the Nusselt number for the forced laminar upflow convection,

NuF = 0.511 Re0.46 Pr1/3, (7.70)

and NuN is the Nusselt number for the natural laminar convection,

NuN = 0.272 Ra0.25
q . (7.71)

Here Raq is the Rayleigh number based on the heat flux defined as,

Raq =
gβq′′D4

h

λaν
. (7.72)

In this formula q′′ is the heat flux, β is the volumetric thermal expansion coefficient,

Dh is the hydraulic diameter, λ is the thermal conductivity, a is the thermal diffu-

sivity, and ν is the kinematic viscosity. The correlation shows good agreement with

experimental data obtained for P/DR = 1.38, Re in a range from 1200 to 2.48 · 104

and Pr from 6.8 to 9.0 in the forced flow regime, and Re from 148 to 3800, Grq from

1.3 · 105 to 3 · 106, and Ri from 0.01 to 9 in the combined convection regime. Here

the heat-flux-based Grashof number, Grq, is defined as,

Grq =
gβq′′D4

h

λν2
=

Raq

Pr
, (7.73)

and the Richardson number, Ri, is defined as,

Ri =
Grq

Re2
. (7.74)

For a vertical bundle with a square lattice, the Nusselt number for combined

convection can be found from the following formula [63],

NuC =
(
Nu4

F ±Nu4
N

)1/4
, (7.75)

where the plus sign should be used for the upflow conditions and the minus sign for

the downflow conditions. This equation fits the experimental data for P/DR within

±12%, and for P/DR 1.38 and 1.25 within ±15%. The forced convection Nusselt

number is given as,

NuF =





A ReB Pr0.33 for laminar regime

C Re0.8 Pr0.33 for turbulent regime
, (7.76)
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where the coefficients A, B, and C are given as,

A = 2.97−1.76
P

DR

, B = 0.56
P

DR

−0.30, C = 0.028
P

DR

−0.006 . (7.77)

The natural convection Nusselt number is correlated in terms of Raq as follows,

NuN =





0.178 Ra0.27
q for P/DR = 1.5

0.057 Ra0.35
q for P/DR = 1.25 and 1.38

. (7.78)

In all dimensionless quantities, the heated equivalent diameter, defined as,

DH = DR

[
4

π

(
P

DR

)2

−1

]
, (7.79)

should be used as the characteristic length and the fluid physical properties should be

determined at the coolant bulk temperature. The experimental data used in the deriva-

tion of the formula are as follows: P/DR ratios of 1.25, 1.38, and 1.5, Re varies from

250 to 3 · 104, Pr from 3 to 9, Raq from 5 · 105 to 3 · 108 for natural convection and

from 107 to 7 · 108 for combined convection, and Ri from 0.03 to 300. The natural

convection data are correlated to within ±10% in terms of Raq and the combined

convection data are correlated to within ±15%. A comparison of a bundle with trian-

gular lattice shows that for the same flow area per rod, the rod arrangement negligibly

affects Nu in both forced and natural convection regimes.

PROBLEMS

PROBLEM 7.1

Calculate the wall-averaged heat transfer coefficient for a vertical wall with

height equal to 1.5 m immersed in a pool of liquid sodium at a temperature

equal to 450 K and at atmospheric pressure.

PROBLEM 7.2

Due to a malfunction of the circulation pump, no forced convective cooling

is available in a reactor core. Calculate the heat transfer coefficient between

cladding and coolant for two cases: (1) when the core is filled with stagnant

water at pressure 17.5 MPa and temperature 595 K, and (2) when the core is

filled with stagnant water vapor at pressure 4.2 MPa and temperature 595 K. In

both cases assume the core hydraulic diameter equal to 10 mm, the core height

equal to 4.2 m, and the initial clad surface temperature equal to 645 K. What

is the maximum heat flux on the cladding surface that can be retrieved by the

coolant in each of the cases?
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PROBLEM 7.3

Calculate the convective heat transfer coefficient to water at 17.5 MPa pressure

and 550 K temperature, flowing with a mass flux equal to 2450 kg m−2 s−1 in a

fuel rod bundle with the rod diameter equal to 9.5 mm and the lattice pitch equal

to 12.6 mm. Compare the heat transfer coefficients for the square and triangular

lattices using the Markoczy correlation.

PROBLEM 7.4

Supercritical water at pressure 23.3 MPa flows with a mass flux equal to

430 kg m−2 s−1 vertically upward in a smooth uniformly heated tube with an

inner diameter equal to 8 mm. Calculate the tube wall temperature at the axial

location where the ratio of the bulk specific enthalpy to the bulk specific en-

thalpy at the pseudocritical conditions is equal to 0.85. Compare results obtained

for two values of the heat flux equal to 277.8 and 366.09 kW m−2 and using the

Dittus-Boelter and the Krasnoshchekov-Prototopov correlations. Compare the

calculated temperature with the measured temperature presented in Fig. 7.5a.

PROBLEM 7.5

Calculate the convective heat transfer coefficient to liquid lead at temperature

723 K flowing with a mean speed equal to 1.6 m s−1 in a rod bundle with a

square lattice. The lattice pitch is equal to 13.7 mm and the rod diameter is equal

to 10.5 mm.



8 Boiling Heat Transfer

Boiling is a process of liquid evaporation in which the local liquid temperature ex-

ceeds the saturation temperature. It can take place for saturation temperatures that

are contained between the temperature of the triple point and the temperature of the

critical point of the liquid. Boiling heat transfer provides a very efficient mechanism

for heat removal from a heated surface. High heat transfer rates are achieved through

the evaporation process combined with a localized motion of the liquid-vapor inter-

face. For a wide range of the heat flux magnitude, the temperature of the heated sur-

face remains at a level close to the saturation temperature of the evaporating liquid.

This feature is particularly important for systems where the heated wall temperature

should not exceed a prescribed safety limit value.

In this chapter we discuss the various boiling heat transfer modes that can be

encountered in nuclear applications. A short presentation of characteristic features

of boiling heat transfer and an introduction of important concepts and definitions are

given in §8.1. Sections §8.2, §8.3, and §8.4 are devoted to such topics as the onset of

nucleate boiling, the bubble nucleation and growth, and the different modes of heat

transfer that occur during nucleate boiling. Overviews of governing phenomena, cor-

relations, and models for the two most common boiling modes, namely pool boiling

and flow boiling, are given in sections §8.5 and §8.6 respectively.

8.1 GENERAL BOILING CHARACTERISTICS

Boiling heat transfer phenomena include many aspects of thermodynamics and fluid

flow. One of the main characteristic features of boiling is the phase change during

which heat, referred to as the latent heat, is absorbed at constant pressure. In general

the latent heat is supplied to the boiling liquid through surface of a solid body, but it

can be supplied in the whole volume of the liquid as internal heat sources, or to the

liquid-vapor interface through thermal radiation that is not absorbed by the vapor,

but is absorbed by the liquid.

Evaporation during nucleate boiling heat transfer takes place at specific locations

called nucleation sites. The nucleation sites are in general located at a heated solid

surface, where bubbles form over cavities with preexisting inert gas or vapor. This

type of nucleation is prevailing in engineering systems and is thus of primary interest

in this book. However, it should be mentioned that nucleation sites can also be found

within the liquid, far from any solid surface. Such nucleation sites can typically oc-

cur in two forms. The first form is manifest as microscopic voids that constitute the

nuclei necessary for the growth of microscopic bubbles, which can be created due

to the thermal motions of liquid molecules. This is termed homogeneous nucleation.

The second form exists as micron-sized bubbles of contaminant gas, suspended par-

ticles, or even high-energy particle radiation. In water, microbubbles of air seem to

persist almost indefinitely and are almost impossible to remove completely. When
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nucleation occurs at solid surfaces or at suspended contaminant particles in the liq-

uid, it is termed heterogeneous nucleation.

8.1.1 BOILING SURFACE FEATURES

Experimental investigations show that boiling surface features play an important role

in the boiling heat transfer phenomena. Interest in surface conditions, such as wet-

tability and roughness, has been increasing in response to the development of new,

more sophisticated experimental techniques and due to the introduction of manufac-

tured surfaces using micro/nano technologies. Employing proper fluid and boiling

surface fabrication, it has been possible to significantly increase the boiling heat

transfer rates and CHF.

Surface Roughness

Surface roughness commonly has a scale of microns and is expected to affect the heat

transfer phenomena through influencing the interface and contact line movement.

A parameter that is used to characterize the surface roughness is the arithmetic

average roughness, Ra ≡
∫ l

0 |h(z)|dz/l, defined as the average of the absolute height

value along the sampling distance l. The geometric features of the rough surface

determine the boiling parameters of the surface such as the nucleation site density

and the active nucleation sites present on the heated surface.

Surface Wettability and Contact Angle

Wettability is a property of a given material that describes a liquid ability to adhere

to its surface. Liquid contact angle (usually called just contact angle) is used to deter-

mine the wettability of materials. If the contact angle is smaller than 90◦, the material

is hydrophilic, otherwise is hydrophobic.

For a given gas-liquid-solid combination of materials, the contact angle is influ-

enced by several factors, such as the interface movement, the solid surface roughness,

the pressure, and the temperature. The equilibrium contact angle of a liquid drop on

an ideal solid surface, which is smooth, non-deformable, and chemically homoge-

neous, can be described by the classical Young equation, given as

cosθ =
σsg −σsl

σlg

, (8.1)

where σsg, σsl, and σlg, represent the solid-gas, solid-liquid, and liquid-gas interfacial

tension, respectively.

When the gas-liquid interface is moving along the solid surface, a continuous

range of contact angle values occurs. The maximum contact angle is referred to as

the advancing contact angle (θA) and the minimum contact angle is referred to as

the receding contact angle (θR). The difference between the advancing and receding

contact angles (θA − θR) is often referred to as the contact angle hysteresis. It has

been derived theoretically [214] and confirmed experimentally [33] that the equilib-

rium contact angle can be calculated from θA and θR as follows,

θ = arccos

(
rA cosθA + rR cosθR

rA + rR

)
, (8.2)
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where,

rA =

(
sin3 θA

2−3cosθA + cos3 θA

)1/3

, (8.3)

rR =

(
sin3 θR

2−3cosθR + cos3 θR

)1/3

. (8.4)

For liquid moving quickly over a surface, the contact angle can be altered from its

value at rest. The advancing contact angle (when liquid advances over the previously

dry surface) will increase with speed, and the receding contact angle (when liquid

recedes from a previously wet surface) will decrease.

Experimental data indicate a rather weak influence of pressure on the contact

angle. However, the temperature effect is considered the dominant influencing factor.

A classical, semi-empirical model of the temperature effect is as follows:

cosθ = 1+C(Tpc −T )a/(b−a), (8.5)

where T and Tpc are the system temperature and the pseudo-critical temperature at

which the contact angle reduces to zero, respectively, C is an integral constant, and

a and b are two constants derived from a balance of intermolecular forces, which are

assumed not to vary with temperature [1].

The temperature-dependent contact angle of water on an SS304 surface can be

found from the following correlation:

θ = θ0 tanh

[
2.503

(
Tcr −T

Tcr −T0

)1.223
]
, (8.6)

where θ0, T0, Tcr, T are the contact angle at room temperature, room temperature,

critical point temperature, and system temperature, respectively. This correlation can

be used for temperatures up to 250◦C, and it agrees with experimental data within

±6 percent [209].

8.1.2 THERMAL BOUNDARY LAYER

The temperature distribution in the thermal boundary layer affects both the onset of

nucleate boiling and the efficiency of nucleate boiling heat transfer. The thickness

of the thermal boundary layer is the distance across a boundary layer from the wall

surface to a point where the fluid temperature has essentially reached the freestream

temperature. This quantity plays an important role in the boiling heat transfer.

For free convection, the thickness of the thermal boundary layer can be found

from the following expression [120],

δT = 7.14

(
µlal

ρlgβl(Tw −Tsat)

)1/3

, (8.7)

where al is the liquid thermal diffusivity and βl is the isobaric thermal expansion

coefficient of the liquid.
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For laminar flow over a flat plate at zero incidence, the thermal boundary layer

thickness is given as,

δT = 5.0

√
νz

U
Pr−1/3, (8.8)

where Pr is the Prandtl number, U is the freestream velocity, ν is the kinematic

viscosity, and z is the distance downstream from the start of the boundary layer.

For turbulent flow, the thermal boundary layer thickness can be obtained from

the following expression,

δT ≈ 0.37z/Re
1/5
z , (8.9)

where Rez =Uz/ν is the Reynolds number.

Because the thermal boundary layer is usually very thin in pool nucleate boiling,

the temperature profile is assumed to be linear and the thickness can be estimated as,

δT ≈ λl∆Tw

q′′w
, (8.10)

where ∆Tw = Tw −Tsat is the wall superheat and q′′w is the wall heat flux.

When the thermal boundary layer is re-build after a bubble departure, its thick-

ness can be derived by considering a transient conduction heat transfer in the liquid,

and the following expression can be obtained,

δT =
√

πal∆tW , (8.11)

where al is the thermal diffusivity of liquid and ∆tW is the bubble waiting time.

8.1.3 BOILING CURVE

Regimes in boiling heat transfer between a solid wall at temperature Tw and a liquid

with a far-field temperature Tl ≤ Tsat are frequently presented on a q′′–∆Tw plane,

where q′′ is a heat flux and ∆Tw ≡ Tw −Tsat is a wall superheat. The liquid saturation

temperature Tsat = Tsat(p) is determined by the prevailing system pressure p.

If heat flux is controlled on a heated surface, the heat flux is an independent

variable and its value uniquely determines the corresponding wall superheat,

∆Tw =
q′′

h2φ (q′′)
, (8.12)

where h2φ (q
′′) is a boiling (two-phase) heat transfer coefficient. When the heat flux

rises, it also leads to an increase in the wall superheat. However, this relationship is

not linear, since, in general, the boiling heat transfer coefficient is a function of the

heat flux magnitude.

In some boiling systems the wall temperature, rather than the heat flux, is deter-

mined. For example, if a wall separates two fluids and one of the fluids is evaporating

whereas the other fluid is cooled in the single-phase heat transfer regime, the wall

temperature (and thus the wall superheat) is determined by fluid temperatures and
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the heat transfer conditions. For such systems, the heat transfer rates (or the heat flux

magnitudes) depend on the wall superheat as follows,

q′′ = h2φ (∆Tw)∆Tw. (8.13)

Again the relationship is nonlinear since the boiling heat transfer coefficient depends

on the wall superheat. Traditionally, expression (8.13) is used to represent the q′′–
∆Tw relationship, both for the heat-flux-controlled and the temperature-controlled

boiling heat transfer. The relationship is often presented on a logq′′–log∆Tw plane

and is called the boiling curve.

For low values of the wall superheat, natural convection heat transfer prevails.

When the wall superheat exceeds a certain threshold value that is characteristic of

the onset of nucleate boiling, vapor bubbles start appearing on the heated wall. At

this point, the motion of liquid is additionally enhanced by bubble growth and de-

tachments. As a result, heat transfer efficiency suddenly increases from a rather small

value that corresponds to natural convection heat transfer to a much higher value that

is typical of boiling heat transfer. In systems where wall temperature is controlled,

the transition from natural convection to boiling heat transfer is accompanied by a

sudden increase of the heat flux at the heated surface, as demonstrated by points B

and B′′ on the boiling curve shown in Fig. 8.1. For a heat-flux controlled system, the

wall superheat is suddenly reduced as indicated by points B and B′ on the boiling

curve.

log∆Tw

logq′′

A
BB′

B′′

G

C D

E

F

I II III IV

Figure 8.1 A boiling curve: I–convection, II–nucleate boiling, III–transition boil-

ing, IV–film boiling, C–critical heat flux, F–minimum heat flux that sustains stable

film boiling.
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As wall superheat or heat flux is increased in region II in Fig. 8.1, nucleate boil-

ing heat flux reaches a peak value at point C. At that point, a boiling crisis, also

called burnout or critical heat flux (CHF) occurs. With heat-flux-controlled heating

the path C-D-E is followed, along which a sudden increase of the wall superheat

between points C and D takes place. The increase of the wall superheat is caused

by a significant drop of the heat transfer coefficient as pre-CHF boiling heat transfer

transits into the post-CHF boiling heat transfer regime. If wall temperature is con-

trolled and increased between points C and D, the corresponding wall heat flux will

follow the path C-F-D. In the transition boiling region, the liquid touches the surface

intermittently, and the heat transfer process may be alternating between nucleate and

film boiling.

Operation along the curve D-F is in the film boiling regime, characterized by a

persistent vapor layer that coats the surface, thereby inhibiting direct contact between

the liquid and the surface. This curve is followed when high heat flux at point D is

reduced beyond point F . The dashed line F-G shows a sudden reduction of the wall

superheat when film boiling at point F reverts to nucleate boiling at point G. Here

point F represents a condition when the minimum heat flux is achieved that can

sustain stable film boiling.

The qualitative overview of the boiling curve and the related boiling phenomena

presented in this section is primarily concerned with the boiling of saturated liquid

in an extensive ambient. Two parameters that strongly influence boiling phenomena

are liquid subcooling and forced convection. For example, the maximum heat flux

is strongly influenced by both these parameters. However, the general shape of the

boiling curve and the various boiling heat transfer regimes are quite similar to those

presented in the present section. In the following sections, a more comprehensive

explanation of how these parameters affect the boiling is provided.

8.1.4 BOILING MODES

There are two major modes of boiling heat transfer: pool boiling and flow boiling.

The pool-boiling mode corresponds to a free-convection heat transfer to a stationary

liquid contained in a large pool. The three basic regimes of pool boiling include nu-

cleate boiling, transition boiling, and film boiling. Each of these regimes can exist at

either subcooled or saturated conditions and occurs over a range of wall superheats.

The flow-boiling mode corresponds to a forced-convection heat transfer to two-

phase mixture flowing in a channel. Similarly to pool boiling, the flow-boiling mode

manifests itself with various boiling regimes, depending on the local conditions in

the channel. With increasing thermodynamic quality of the mixture, flow boiling

gradually transits from subcooled nucleate boiling regime to saturated nucleate boil-

ing, evaporation of liquid film, film boiling, and dry-wall mist flow boiling regime.

At certain conditions, typical for loss-of-coolant accidents, the transition boiling can

be established as well. The various boiling regimes in pool boiling and flow boiling

are discussed in more detail in §8.5 and §8.6, respectively.
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8.2 ONSET OF NUCLEATE BOILING

Boiling that manifests itself with homogeneous nucleation in a superheated bulk liq-

uid is called homogeneous boiling. In clean pure systems the liquid temperature can

significantly exceed the saturation temperature, thus, the liquid can be highly su-

perheated before the nucleation is initiated. Such homogeneous nucleation can take

quite violent forms and is associated with a sudden increase of the volume of the

vapor-liquid mixture.

In engineering systems with submerged heated walls, the wall surfaces and

neighboring liquid layers have the same temperature. When the surface tempera-

ture exceeds the liquid local saturation temperature with a certain margin, a bubble

nucleation process is initiated. This phenomenon is known as an onset of nucleate

boiling or an incipience of boiling. Since the bubble nucleation and boiling are con-

fined to the wall surface, they are called heterogeneous nucleation and heterogeneous

boiling, respectively. Here attention is focused on heterogeneous boiling, which in

continuation is simply referred to as boiling.

8.2.1 PHASE EQUILIBRIUM

When discussing processes that take place at constant temperature and volume or

constant temperature and pressure (for example chemical reactions or phase change),

it is convenient to introduce two new thermodynamic functions. The first one is the

Helmholtz free energy defined as,

F ≡ U −T S, (8.14)

and the second is the Gibbs free energy, given as,

G ≡ I −T S, (8.15)

where U is the thermal energy, I is the enthalpy, S is the entropy, and T is the

temperature of the system.

A system (or a part of it), which has in its whole volume the same physical prop-

erties and is described with the same equation of state, is called a phase. From the

phase definition it is clear that the value of any extensive thermodynamic function for

the whole multiphase system is a sum of values of this function for each phase. Thus,

if a system consists of water and vapor, the Helmholtz free energy of this multiphase

system is Fsys = Fl +Fv, where Fl and Fv is the Helmholtz free energy of the

water and the vapor phase, respectively. To thermodynamic functions of each of the

phases apply all relationships that are valid for single-phase systems. In particular,

the chemical potential of phase k is obtained as a partial derivative of the Gibbs free

energy as follows,

µk =

(
∂Gk

∂N

)

p,T

. (8.16)

Here N is the number of atoms or molecules of the substance in phase k, p is the

pressure and T is the temperature of the multiphase system.



216 Thermal Safety Margins in Nuclear Reactors

If a multiphase system containing phases k = 1, 2, 3, ... is at equilibrium, that

is there are no phase-change processes taking place in the system, the following

condition for each phase in the system has to be satisfied,

µ1 = µ2 = µ3 = ... . (8.17)

Consider a system that contains a mixture of two phases (liquid and gas) of the

same species, separated by a sharp dividing surface, the interface. The total volume

Vm and the total number of molecules of the species Nm are assumed constant and

given as,

Vl +Vv =Vm = const, (8.18)

Nl +Nv = Nm = const. (8.19)

The first law of thermodynamics applies to each phase k = l,v as follows,

dUk = TkdSk − pkdVk +µkdNk. (8.20)

In view of Eq. (8.19), the mixture interface has no mass, but it has energy Ui, entropy

Si, and surface area Ai. The first law of thermodynamics for the interface can be

written as,

Ui = TiSi +σAi, (8.21)

where Ti is the interface temperature and σ is the surface tension. The interface

Helmholtz free energy is thus,

Fi = Ui −TiSi = σAi. (8.22)

The mixture Helmholtz free energy can be found as a sum of the free energy of the

phases and the interface,

Fm = Fl +Fv +Fi. (8.23)

At phase equilibrium we should have dFm = 0, and using Eqs. (8.20) and (8.22) we

get,

dFm =−pldVl − pvdVv −SldTl −SvdTv +µldNl +µvdNv +σdAi = 0. (8.24)

Invoking conditions given by Eqs. (8.18) and (8.19), we have dVl =−dVv and dNl =
−dNv and the phase equilibrium relationship is as follows,

−(pv − pl)dVv +(µv −µl)dNv +σdAi −SldTl −SvdTv = 0. (8.25)

For a special case of approaching the phase equilibrium with µl = µv and dTl =
dTv = 0, the following additional condition has to be satisfied,

pv − pl = σ
dAi

dVv

. (8.26)

Assuming that the system under consideration consists of a bubble with a radius rB

submerged in liquid, and that the bubble radius changes from rB to rB +dr, we have
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dAi = 8πrBdr and dVg = 4πr2
Bdr. Thus, the vapor will be in equilibrium with the

liquid when,

pv − pl =
2σ

rB

. (8.27)

The equation shows that the gas pressure at the interface is higher than the liquid

pressure by factor 2σ/rB. For water at atmospheric pressure and a vapor bubble with

radius rB = 100 µm the pressure difference is about 590 Pa. Since for water the

surface tension decreases with increasing pressure, the pressure difference decreases

to 52 Pa, when the pressure of the liquid-bubble system increases to 15 MPa.

The saturation pressure given for most fluids in property tables is defined at a flat

interface. Consider a spherical liquid-vapor interface in a capillary tube, connected

to a flat surface, at which the liquid and vapor have the same pressure p∞. Assuming

a vertically-upward directed tube in which the vapor-liquid interface is at height h

above the flat surface (see Fig. 8.2), the liquid and vapor pressure at the interface in

the capillary tube can be related to p∞ as follows,

pl = p∞ −ρlgh, pv = p∞ −ρvgh. (8.28)

Here ρl and ρv are densities of liquid and vapor, respectively. Division of the equa-

tions yields,
p∞ − pv

p∞ − pl

=
ρv

ρl

. (8.29)

Then eliminating either pl or pv with Eq. (8.27) gives the relationship between the

pressure at the curved and flat interfaces as,

pv = p∞ − ρv

ρl −ρv

2σ

rB

, (8.30)

pl = p∞ − ρl

ρl −ρv

2σ

rB

. (8.31)

(a) (b)

h

pv

pl

p∞
θ

θ

rs

rt

Figure 8.2 (a) Liquid and vapor pressures in a capillary tube, (b) relationship be-

tween the surface radius rs, the capillary tube radius rt , and the wetting angle θ .

Both phases are superheated at a curved interface since their pressures are less

than the saturation pressure p∞.

We can calculate the liquid superheat ∆Tsup,l corresponding to ∆pl = p∞ − pl

using the Clausius-Clapeyron relation,

dT

dp
=

T υ f g

i f g

. (8.32)
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Here υ f g ≡ 1/ρg − 1/ρl is a specific volume change at the saturation curve and i f g

is the latent heat. Integration of the equation yields,

∆Tsup,l ≡ Tl −Tsat =
∫ Tl

Tsat

dT =
∫ p∞

pl

T υ f g

i f g

dp. (8.33)

The integration requires an expression for the integrand as a function of pressure.

Various approximations can be used for such relationships. In the simplest case, as-

suming,
T υ f g

i f g

=
Tsatυ f g

i f g

= const, (8.34)

we get,

Tl −Tsat =
Tsatυ f g

i f g

(p∞ − pl) =
Tsatυ f g

i f g

ρl

ρl −ρv

2σ

rB

, (8.35)

where Eq. (8.31) was used for the pressure difference in the liquid phase.

8.2.2 HOMOGENEOUS NUCLEATION

Homogeneous nucleation has been treated either on the ground of the thermody-

namic equilibrium theory or as a result of statistical density fluctuations. The kinetic

view of homogeneous nucleation suggests that due to density fluctuations in the liq-

uid, there is the probability that a sufficient number of molecules with greater than

average energy can form a vapor bubble with a certain equilibrium radius rBE . Tak-

ing liquid temperature Tl and using Eq. (8.35), the following equilibrium radius of

the bubble is found,

rBE =
2σ

Tl −Tsat

Tsatυ f g

i f g

ρl

ρl −ρv

, (8.36)

where Tsat is a saturation temperature at a flat interface. The rate of formation of

liquid clusters with Tl > Tsat is given as [42],

J = n
kBTl

h
exp

(
−4πr2

BEσ

3kBTi

)
, (8.37)

where n is the number density of molecules, kB is the Boltzmann constant, and h is

the Planck constant. The magnitude of superheat required for homogeneous nucle-

ation is obtained by combining equations (8.36) with (8.37),

Tl −Tsat =
Tsatυ f g

i f g

ρl

ρl −ρv

[
16πσ3

3kBTl ln(nkBTl/hJ)

]1/2

. (8.38)

8.2.3 HETEROGENEOUS NUCLEATION ON FLAT SOLID SURFACE

For heterogeneous nucleation at solid surfaces, the required liquid superheat is differ-

ent from that for homogeneous nucleation, and it was shown that it can be obtained
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from the following modified form of Eq. (8.38) [42],

Tl −Tsat =
Tsatυ f g

i f g

ρl

ρl −ρv

[
16πσ3 f (θ)

3kBTl ln(nkBTl/hJ)

]1/2

, (8.39)

where f (θ) is a function of the contact angle. For flat solid surface the function is as

follows [42],

f (θ) =
1

4

(
2+3cosθ − cos3 θ

)
, (8.40)

and for a conical cavity with half-angle φ the function is given as [134],

f (θ) =
1

4

[
2−3sin(θ −φ)+ sin3(θ −φ)

]
. (8.41)

These equations are valid for pure liquids and solids. Chemical impurities or dis-

solved gasses tend to reduce the superheats below those predicted.

8.2.4 ONSET OF NUCLEATE POOL BOILING

Due to a cyclic character of the ebullition process, the liquid layer adjacent to the

wall is heated transiently. When relatively cold liquid surrounds a cavity, the embryo

bubble will not grow. Only when the liquid is superheated as indicated by Eqs. (8.35)

and (8.39), the bubble growth will be possible, provided that the bubble radius is rb

or greater. However, the bubble size is limited by the decreasing liquid superheat

when moving away from the heated wall. When the bubble is too large, the vapor

will start condensing at the bubble cap. Thus, there is a certain size range in which

the bubble embryo will grow to make a cavity into an active nucleation site.

Hsu [93] postulated the following relationships between the height of the embryo

bubble yB, the radius of the bubble embryo rB, and the mouth radius of the cavity rc,

yB =C1rc = (1+ cosθ)
rc

sinθ
, rB =C2rc =

rc

sinθ
, (8.42)

where θ is the contact angle. Assuming further a linear temperature distribution in

liquid as a function of the distance y from the wall,

T (y) =
(

1− y

δ

)
(Tw −T∞)+T∞ (8.43)

the range of the active nucleation sites is found as,

{rc,min,rc,max}=
δ (Tw −Tsat)

2C1(Tw −T∞)

[
1±
√

1− 8C1

C2

(Tw −T∞)Tsatσ

(Tw −Tsat)2δρvi f g

]
. (8.44)

To use the equation, the limiting thermal boundary layer thickness δ is needed. For

forced convective boiling this thickness was proposed to be equivalent to the dimen-

sional thickness of the viscous sublayer y+ = 7 [88].
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To account for the roughness effect on the wall superheat at the onset of nucleate

boiling, the following expression is proposed [231],

∆Tw =
q′′Ra

λ f

+
2σ

mRa

, (8.45)

where m is the slope of the vapor pressure curve and Ra is the surface roughness.

8.2.5 ONSET OF NUCLEATE FLOW BOILING

Nucleation in forced convection is suppressed when the limiting thermal boundary

layer δ is thinned by increases in the bulk velocity. Bergles and Rohsenow [17]

modified the Hsu model and used the relationship −λ (dT/dy) = h(Tw −Tb) for the

liquid temperature profile to replace δ . Their resulting onset of boiling criterion was

obtained (once rewriting the equation in SI units) from curve fitting as follows,

q′′ = 0.0018p1.156 (1.8∆Tw)
2.83/p0.0234

. (8.46)

Here q′′ is the wall heat flux in W/m2, p is pressure in Pa, and ∆Tw is the wall super-

heat in K. The correlation is valid for water over a pressure range of 0.1–13.8 MPa.

Sato and Matsumura [192] took a similar approach as Hsu and derived the fol-

lowing condition for the onset of nucleate boiling,

q′′ =
λl i f gρv∆T 2

w

8σTsat
. (8.47)

This correlation was further modified by Davis and Andersson [50] to take into ac-

count the effect of the contact angle θ on the bubble shape,

q′′ =
λl i f gρv∆T 2

w

8(1+ cosθ)σTsat
. (8.48)

Basu et al. [10] introduced a suppression factor to take into account the possible

flooding of some cavities and preventing them to become active nucleation sites. This

effect is particularly strong for hydrophilic surfaces and is described by the following

equation,

q′′ =
F2λl i f gρv∆T 2

w

2σTsat
, (8.49)

where

F = 1− exp

[
−
(

πθ

180

)3

−0.5

(
πθ

180

)]
, (8.50)

This empirical correlation was obtained for various heated surfaces with the contact

angle in a range 1–85◦.
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8.3 BUBBLE NUCLEATION AND GROWTH

The theory of bubble nucleation and growth is fundamental to understanding boiling

heat transfer and identifying potential pathways to boiling crisis. In this section, we

discuss some of the most crucial aspects of this field.

8.3.1 ACTIVE NUCLEATION SITE DENSITY

A general nucleation site activation theory provides the following expression for the

active nucleation site density [73, 74],

N′′
a = N′′

0 exp

{[
−16πσ3M2NA

3ρ2
f R3

u[ln(p∞/pg)]2)

](
1

Tw

)3

φ

}
, (8.51)

where N′′
0 (sites/m2) and φ are constants, M–molar mass, NA–Avogadro’s constant,

Ru–universal gas constant, and Tw–wall temperature in K. In photographic investi-

gation of saturated nucleate boiling with several different fluids it was observed that

the relationship for the active nucleation site density can be simplified as [4],

N′′
a = N′′

0 exp

[−3.305 ·109

T 3
w

]
. (8.52)

Effect of Surface Roughness

The effect of surface roughness on the active nucleation site density is proposed to

be calculated as [15],

N′′
a = 218.8Pr1.63 1

γ
δ−0.4

r ∆T 3
w , (8.53)

where γ is the surface/liquid interaction parameter,

γ =

(
λwρwcp,w

λ f ρ f cp, f

)1/2

, (8.54)

and δr is a dimensionless surface roughness parameter,

δr = 14.5−4.5

(
Ra p

σ

)
+0.4

(
Ra p

σ

)2

. (8.55)

Here Ra is the arithmetic average roughness in a range of 0.02–1.17 µm, p is the

pressure in Pa, Pr is the Prandtl number, and ∆Tw is the wall superheat in K.

8.3.2 GROWING BUBBLE CHARACTERISTICS

Typical modeling assumptions and dimensions of a growing bubble are shown in

Fig. 8.3. It is assumed that a growing bubble has the shape of a spherical cap that

makes an angle θ with the heated surface. The macroscale bubble dimensions are
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shown in Fig. 8.3a. Assuming that the bubble radius is rB, the bubble volume VB and

interface area AB can be calculated from the following expressions,

VB =
πr3

B

3
(1+ cosθ)2 (2− cosθ) , (8.56)

θ

rB

rB
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dry
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Figure 8.3 Bubble growing models: (a) - macroscale bubble dimensions, (b) -

microlayer model, (c) - three-phase contact line model.

AB = 2πr2
B (1+ cosθ) , (8.57)

and the area beneath the bubble, also called the bubble base area, is found as,

ABB = πr2
BB = πr2

B sin2 θ , (8.58)

where rBB = rB sinθ is the radius of the bubble base. The bubble center is located at

a distance yBC = rB cosθ from the heated surface, and the distance from the bubble

top to the surface is yBT = rB (1+ cosθ). The bubble base surface is not completely

dry, as schematically shown in Fig. 8.3b. At certain conditions during bubble growth,

a liquid microlayer is created on the base surface. Due to evaporation the thickness

of the microlayer varies with the distance from the base center. When the microlayer

evaporates completely, a dry region is created. This dry region is initiated at the

center of the bubble base and its radius increases during the bubble growth. After

bubble departure, the dry region is rewetted with liquid that fills the volume released

by the bubble.

Depending on local conditions during bubble growth, the microlayer is not cre-

ated, as illustrated in Fig. 8.3c. In this case the bubble base surface is covered with a

thin, non-evaporating adsorbed liquid film. Most intensive evaporation, significantly

contributing to the bubble growth, takes place in the micro-region located in the

vicinity of the three-phase (solid, liquid, and vapor) contact line.
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8.3.3 BUBBLE GROWTH RATE

A cyclic bubble growth and departure from a single nucleation site during nucleate

boiling is called an ebullition cycle. The ebullition cycle is characterized by several

parameters, such as the frequency of bubble departures, the size of the departing

bubbles, and the bubble growth time. All these parameters have been intensively

investigated, both analytically and experimentally.

During growth, the bubble radius increases due to the increasing volume of the

vapor phase generated on the bubble interface. At the same time, complex patterns

of wall surface temperature and heat flux can be observed beneath the bubble base,

as illustrated in Fig. 8.4. The asymptotic growth rate of a bubble in a uniformly

1 ms 2 ms 6 ms

0 1-1 [mm] 0 1-1 [mm] 0 1-1 [mm]

Tw [◦C]

100

110

120

q′′w [ MW
m2 ]

1.0

2.0

3.0

Figure 8.4 Bubble growth on a heated surface with corresponding instantaneous

temperature and heat flux distributions (retrieved from [215]).

superheated infinite liquid can be found as [68, 178, 227],

rB(t)∼=
(

12

π

)1/2

Jasup

√
alt, (8.59)

in which the Jakob number applies to the liquid superheating:

Jasup =
ρlcp,l(Tl −Tsat)

ρvi f g

. (8.60)

In a similar manner, bubble growth rate due to microlayer evaporation is found

as [227],

rB(t)∼= b

(
12

π

)1/2

Ja(t)
√

alt, (8.61)

where the time-dependent Jakob number is defined as,

Ja(t) =
ρlcp,l∆Tw

ρvi f g

exp

[
−
(

t

∆tG

)1/2
]
. (8.62)
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Here b is a time-independent bubble growth parameter, ∆tG is the bubble growth

time, and ∆Tw is the wall superheat. The bubble growth parameter varies from b =
0.794 for a hemispherical bubble to b = 1 for a sphere.

Influence of Subcooling

The bulk liquid subcooling influences the main bubble dynamics parameters. In

highly subcooled conditions bubbles start shrinking due to condensation before

departing from the wall. Under such conditions, the bubble departure diameter is

smaller and the growing time is shorter in comparison to the less subcooled condi-

tions. Taking into account the bubble evaporation and condensation processes, the

bubble growth model can be expressed as [123],

drB(t)

dt
=

5α1(t)

4
Pr−1/2Ja

(al

t

)1/2

+α2(t)

√
3

π
λl∆Tw

(
1

a
1/2

l ρvi f g

)
t−1/2

− [1−α2(t)]
∆Tsubλl

dBρvi f g

(
2+0.6Gr1/4Pr1/3

) , (8.63)

where,

α1(t) =





1−
(

t
0.7∆tG

)3

for 0 ≤ t ≤ 0.7∆tG

0 otherwise
(8.64)

α2(t) = min

[
1,0.11

(
t

0.7∆tG

)−1/2
]
, (8.65)

Gr =
gβ∆TsubdB

ν2
l

. (8.66)

Here ∆tG is the bubble growth time, ∆Tw = Tw −Tsat is the wall superheat, dB = 2rB

is the instantaneous bubble diameter, Ja is the Jakob number based on the liquid

subcooling, ∆Tsub = Tsat −Tl , and Pr is the liquid Prandtl number.

Influence of Bulk Flow

Compared to pool nucleate boiling, the number of investigations of bubble dynamics

in flow boiling is rather limited. This is mainly due to the complexity of the governing

phenomena that include the turbulent bulk convection and hydrodynamic interactions

between the liquid phase and the vapor bubbles. The bubble growth rates are influ-

enced by various heat transfer mechanisms in a complex manner due to non-uniform

temperature distributions in the flow field. Different heat transfer mechanisms that

contribute to the bubble size change include evaporation of the microlayer beneath

the bubble, heat transfer from the superheated thermal boundary layer, and conden-

sation at the bubble cap where the bubble is exposed to subcooled liquid layers.

Several analytical models for calculating bubble growth rates have been proposed

in the literature. Plesset and Zwick [178] and Foster and Zuber [68] models were
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formulated assuming heat conduction from a superheated liquid layer surrounding

the growing bubble. The expressions for the bubble radius as a function of time have

the following general form,

rB(t) =
C√
π

Jasup

√
alt, (8.67)

where C is a constant equal to 2
√

3 or in a range from 2 to 2
√

3, respectively, and

Jasup is the Jakob number given as,

Jasup =
ρlcp,l(Tl −Tsat)

ρvi f g

. (8.68)

Mikic et al. [158] developed an analytical expression for a bubble growth under

combined inertia and heat conduction controlled conditions as follows,

rB(t) =
2

3

B2

A

[(
t++1

)3/2 −
(
t+
)3/2 −1

]
, (8.69)

where t+ = A2t/B2, and

A =

[
b
i f gρv∆Tsup

ρlTsat

] 1
2

, (8.70)

B =

[
12

π
al

] 1
2

Jasup. (8.71)

For bubble growth in an infinite medium b = 2/3 and for bubble growth on a surface

b = π/7.

Cooper and Lloyd [47] observed that the rates of growth of bubbles were of the

same order as the rates of evaporation from the microlayers. Using a simplified hy-

drodynamic theory, they showed that the thickness of the microlayer was 0.8
√

νt,

and experimental observations indicated thicknesses in the range 0.5 to 1.0
√

νt. Us-

ing simplifying assumptions, a closed analytic form was obtained as follows,

rB(t) =
2

C
JasupPr−1/2√alt, (8.72)

with C = 0.8 and Pr = µlcp,l/λl .

8.3.4 BUBBLE DEPARTURE FREQUENCY

The bubble departure frequency, fBD, can be calculated from the bubble waiting time,

∆tW and bubble growth time, ∆tG, as follows,

fBD =
1

∆tW +∆tG
. (8.73)

The waiting time during ebullition cycle is the time needed to rebuild the thermal

layer following the bubble departure and to create conditions for the inception of the
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next bubble at the same nucleation site. The bubble growth time is the time required

for bubble growth from inception to the departure size. Thus, the complete ebullition

cycle time is ∆tW +∆tG and corresponds to a characteristic time scale of nucleation

boiling heat transfer.

Using the criterion of bubble nucleation and the potential flow theory, the follow-

ing expression for the bubble waiting time was proposed [84],

∆tW =
9

16πal

{
2(Tw −Tb)rc

Tw −Tsat

[
1+(2σ/rcρvi f g)

]
}2

, (8.74)

where al is the thermal diffusivity of liquid and rc is the cavity radius. In the deriva-

tion of the equation, it was proposed that the waiting time corresponds to the time

needed for heating of a thermal layer with a thickness equal to 2rc/3.

During the waiting period, the temperature in the thermal boundary layer in-

creases due to the transient conduction of heat from the wall surface to the liquid.

Using a one-dimensional model of heat conduction in a semi-infinite body, the liquid

temperature can be expressed in terms of time and the distance from the wall sur-

face. Assuming constant wall temperature Tw and initial liquid temperature equal to

the bulk temperature Tb, the solution takes the following form,

Tl(y, t) = Tw − (Tw −Tb)× erf

(
y

2
√

alt

)
, (8.75)

where y is the distance from the wall and al = λl/(ρlcp,l) is the thermal diffusivity

of liquid. The corresponding wall heat flux is given as,

q′′w =
λl(Tw −Tl)√

πalt
. (8.76)

The above relations for the temperature field and the wall heat flux can be used to

determine the rate of heat transfer and resulting vaporization rate at the bubble in-

terface. To evaluate the waiting time, we consider the temperature at the top of a

hemispherical bubble of radius rc and postulate that the temperature at this loca-

tion must exceed the equilibrium superheat for the bubble to grow. As a result, the

following relation for the waiting time is obtained [157],

∆tW =
1

4al





rc

erfc−1
[

Tsat−Tb
Tw−Tb

+ 2σTsat(υv−υl)
(Tw−Tb)i f grc

]





2

. (8.77)

8.3.5 BUBBLE DEPARTURE DIAMETER

The bubble departure diameter is an important nucleate boiling parameter since it

is strongly related to the heat transfer characteristics. Together with the frequency

of bubble formation and the nucleation site density it determines the nucleate boil-

ing heat flux and the evaporation rate. Therefore, the bubble departure diameter has
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been intensively investigated, both experimentally and theoretically, and a variety of

expressions and models have been proposed.

The earliest correlation has been proposed by Fritz in 1935, who utilized the

theory of capillarity to get an equilibrium bubble shape and formulated a balance

equation for the gravity and surface tension forces. A solution of the equation yielded

the following bubble diameter at departure [72],

dBD = 0.0208θ

[
σ

g(ρl −ρv)

]1/2

, (8.78)

where σ is the surface tension and θ is the contact angle measured in degrees. The

departure bubble diameter calculated from this equation agrees well with experimen-

tal data for water at atmospheric pressure. For water at pressures up to 14.2 MPa, the

following correlation can be used [131],

dBD = 2.5×10−4θ

(
ρl −ρv

ρl

)0.9[ σ

g(ρl −ρv)

]1/2

. (8.79)

The effect of pressure and wall superheat ∆Tw = Tw −Tsat is taken into account

in the following expression [41],

dBD = θ

[
σ

g(ρl −ρv)

]1/2 ρlcp,l∆Tw

ρvi f g

. (8.80)

As can be seen, this equation predicts that the bubble departure diameter is directly

proportional to the wall superheat. However, such a trend is not confirmed by exper-

imental data.

When the effect of only system pressure is considered, the bubble departure di-

ameter can be found as [43]

dBD =C

[
σ

g(ρl −ρv)

]1/2(ρlcp,lTsat

ρvi f g

)5/4

, (8.81)

where C = 1.5×10−4 for water and 4.65×10−4 for fluids other than water.

Influence of Bulk Flow

During forced convection nucleate boiling, when a bubble grows large enough at a

nucleation cavity, it first departs from the cavity location, then slides along the heated

surface, and finally lifts off at some distance downstream. Experiments indicate a

systematic influence of the flow mass flux, bulk liquid subcooling, and applied wall

heat flux on this process. In particular, the bubble departure size, the bubble lift-off

size and the time scales of these processes are strongly dependent on the above-

mentioned parameters.

Various approaches to determine the bubble departure size have been applied. A

force-balance approach is based on consideration of the various forces acting on a

bubble prior to and during the departure. Thus this approach is a direct extension of
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the method used for the calculation of the bubble departure size during pool boiling,

where the balance between surface tension force, buoyancy force, and drag force are

typically considered. During force convection boiling, additional forces are included

such as, for example, the unsteady force due to bubble growth and the shear lift force.

The bubble energy balance approach constitutes another method to determine the

bubble departure diameter. In this approach, a differential energy balance equation is

formulated for a single bubble. The equation includes various evaporation and con-

densation processes contributing to the bubble size change. Initially the bubble is

growing due to the prevailing evaporation rates from the microlayer and the super-

heated thermal boundary layer. With increasing bubble size, the bubble cap enters

the subcooled liquid layers where vapor condensation takes place. At certain time

instant the bubble gets its maximum size and it starts shrinking afterwords. This time

instant is considered as the bubble departure time and the corresponding maximum

bubble size is considered as the bubble departure size.

Correlations

In its simplest form, the influence of bulk subcooling on the bubble departure diam-

eter can be given as follows [136],

dBD = 6×10−4e−∆Tsub/45

where ∆Tsub is the liquid bulk subcooling in K and dBD is the bubble departure diam-

eter in m.

Energy Balance Approach

For subcooled nucleate flow boiling of water, bubble growth rate, average bubble di-

ameter at departure, and average growth time can be calculated from semi-empirical

correlations derived from a heat transfer controlled bubble model. Inertia-controlled

bubble growth can be neglected since its duration is very short, as determined exper-

imentally. Assuming that the microlayer evaporation is the main contribution to the

bubble growth and that the bubble growth within the liquid superheated layer can be

neglected since it is small, the energy balance for a bubble can be written as [225],

π

6
ρvi f g

dd3
B

dt
= q′′ML

πd2
B

4

(
1− d2

BDP

d2
B

)
−hc∆Tsub

πd2
B

2
, (8.82)

with initial condition dB = 0 at t = 0. Here dB is the bubble diameter, dBDP–diameter

of the dry patch beneath the bubble, q′′ML–heat flux in the microlayer region, hc–heat

transfer coefficient during condensation at the bubble cap, and ∆Tsub–subcooling of

the liquid. Applying closure relationships and using experimental data to determine

correlation parameters, the following expression for the average bubble departure

diameter has been obtained,

dBD =
2.42×10−5 p0.709

√
bΦ

a, (8.83)



Boiling Heat Transfer 229

where,

a =
(q′′w −hc∆Tsub)

1/3λl

2C1/3i f gρv

√
πλl

ρlcp,l

√
λwρwcp,w

λlρlcp,l
,

b =
∆Tsub

2(1−ρv/ρl)
,

C =

i f gµl

[
cp,l

0.013 i f gPr1.7

]1/3

√
σ

(ρl−ρv)g

,

Φ =

{
(Ul/0.61)0.47

for Ul > 0.61 m/s

1 for Ul ≤ 0.61 m/s
.

The experimental range of the correlation is:

0.1 < p < 17.7 MPa

0.47 < q′′w < 10.64 MW/m2

3.0 < ∆Tsub < 86 K

0.08 < dBD < 1.24 mm

Force Balance Approach

It can be assumed that bubble departure and lift-off are governed by the gravity force,

the adhesion force, and the hydrodynamic forces exerted by flowing liquid on the

bubble surface. Several contributing mechanisms are taken into account such as the

surface tension, the drag in the flow direction, the liquid-bubble interaction due to

asymmetric growth of the bubble attached to the wall, and the gravity.

The wall tangential and perpendicular components of the surface tension force

are given as [127],

F
‖
s =−1.25dBBσ

π(θA −θR)

π2 − (θA −θR)2
(sinθA + sinθR) , (8.84)

F⊥
s =−dBBσ

π

θA −θR
(cosθR − cosθA) , (8.85)

where dBB is the bubble base diameter, θA is the advancing contact angle and θR is

the receding contact angle.

The steady drag force acting on a bubble attached to the wall surface can be

estimated from an expression derived for the steady unbounded uniform flow over a

spherical bubble given as [155],

F
‖
D =CD6πµlv

‖
l rB, (8.86)

where the drag force coefficient is given by the following correlation valid for 0 ≤
Re ≤ 1000,

CD =
2

3
+

[(
12

ReB

)0.65

+0.862

]−1.54

, (8.87)
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and the bubble Reynolds number is defined as

ReB =
ρlv

‖
l dB

µl

, dB = 2rB. (8.88)

Here v
‖
l is the liquid velocity component parallel to the wall surface at the bubble

center location. It can be assumed that the time-averaged liquid velocity near the

wall follows the turbulent single-phase logarithmic law of the wall.

During the bubble growth process, the bubble is distorted and inclined in the flow

direction by an angle θI measured from the direction normal to the wall surface. As

a result, a growth force, also called unsteady drag force is created with the following

tangential and normal components [127],

F
‖
du =−ρlπr2

B

(
r̈BrB +

3

2
ṙ2

B

)
sinθI, (8.89)

F⊥
du =−ρlπr2

B

(
r̈BrB +

3

2
ṙ2

B

)
cosθI, (8.90)

where rB is the time-dependent radius of the growing bubble. The parallel growth

force component F
‖
du acts in the direction opposite to the flow, whereas the normal

growth force component F⊥
du acts towards the wall, preventing the bubble from de-

parting and lifting from the nucleation cavity. To calculate the growth force it is

necessary to know the bubble growth rate and the bubble inclination angle θI. The

bubble growth rate can be estimated from expressions given in the present section.

The bubble inclination angle is in general not known and it has to be determined

from experimental data.

Shear lift force is given as,

F⊥
L =CL

ρl

(
v
‖
l

)2

2
πr2

B. (8.91)

Here v
‖
l is the liquid velocity component parallel to the wall surface and CL is the

lift force coefficient. The liquid velocity can be found from a law of the wall for

single-phase flow, using bubble radius rB as the wall distance. The lift force coef-

ficient for a bubble attached to the wall is not known and has to be estimated from

expressions developed for shear lift force on a spherical bubble in an unbounded flow

field. Over a large range of Reynolds numbers, this coefficient can be estimated from

the following correlation [127, 156],

CL = 3.877G
1/2
s

(
Re−2

B +0.014G2
s

)1/4
, (8.92)

where

Gs =

∣∣∣∣∣
dv

‖
l

dn

∣∣∣∣∣
rB

v
‖
l

(8.93)
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is the dimensionless shear rate of the oncoming flow, n is the direction normal to the

wall surface and the bubble Reynolds number ReB is given by Eq. (8.88).

The buoyancy force acting on a bubble attached to a wall with an inclination

angle ϕ has both the normal and parallel components as follows,

F
‖
b =VB (ρl −ρv)gsinϕ, F⊥

b =VB (ρl −ρv)gcosϕ, (8.94)

where VB is the bubble volume.

The hydrodynamic force is caused by the dynamic pressure due to the liquid

flowing around a stationary bubble and can be estimated by considering an inviscid

flow over a sphere in an unbounded flow field. This force is acting in the direction

normal to the wall and can be estimated as [127],

F⊥
h =

9

8
ρl

(
v
‖
l

)2 πd2
BB

4
. (8.95)

The additional force that is considered is due to the pressure difference inside

and outside of the bubble at a reference point over the contact area. This pressure

difference is determined by the Young-Laplace equation, Eq. (8.27), and thus de-

pends on the local radius of curvature of the bubble. Assuming that this radius is

approximately equal to 5rB, the contact pressure force can be estimated as [127],

F⊥
cp =

2σ

5rB

πd2
BB

4
. (8.96)

The total normal force and total tangential force acting on a bubble attached to

the nucleation cavity determine conditions for the bubble’s departure and lift off

from the wall. In particular, when the total tangential force exceeds zero, the bubble

will depart from the nucleation cavity and slide along the wall in the flow direction.

Similarly, when the total force in the normal direction exceeds zero, the bubble will

lift off from the wall surface. However, should the total normal force exceed zero

once the tangential force is still zero or negative, the bubble will lift off directly from

the nucleation cavity without first sliding.

The force balance approach requires closure relationships for the advancing, re-

ceding, and inclination angles. These angles are not known in general and need to be

determined experimentally. In addition, these angles are continuously changing from

the point of inception until the point of bubble departure. Since this evolution process

is not well known, the angles are taken to be constant and equal to their mean values

at the point of departure. As a result, the force balance model will predict that ini-

tially the total normal and tangential forces are negative until the point of departure

and lift-off.

Another important and uncertain parameter that needs closure is the bubble base

diameter. It is assumed that detaching bubbles have a constant and non-zero base di-

ameter. In reality, this diameter varies during the departure process and can approach

zero due to the necking phenomenon. Since the bubble base diameter is rather diffi-

cult to measure and its evolution during the bubble departure is still not well known,

a constant value or a constant fraction of the bubble departure diameter is assumed.
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8.4 HEAT TRANSFER DURING NUCLEATE BOILING

In this section, we delve into the different modes of heat transfer that occur during

nucleate boiling. Specifically, we provide a detailed discussion on topics like the

partitioning of heat flux and the different mechanisms of heat transfer during the

ebullition cycle.

8.4.1 HEAT FLUX PARTITIONING

To analyze the boiling process, it is convenient to introduce a boiling unit area Abu

and boiling unit time interval ∆tbu. For nucleate boiling with known active nucle-

ation site density N′′
a and bubble departure frequency fBD, these quantities can be

approximated as,

Abu =
1

N′′
a

, (8.97)

∆tbu =
1

fBD

. (8.98)

We assume next that the time and space averaged parameters over the boiling unit

area and time represent the boiling parameters in the macroscale. In particular, if Qbu

is the heat transferred over the boiling unit area and during unit time intervals, the

macroscale wall heat flux q′′w can be found as,

q′′w(rw, t) =
Qbu

Abu∆tbu

=
1

Abu∆tbu

∫ t

t−∆tbu

∫

Abu

q′′inst(rw + s, t ′)dA(s)dt ′. (8.99)

Here rw is the location of the boiling unit area centroid on the boiling surface and s

is the location of the differential area dA within the boiling unit area.

The instantaneous wall heat flux q′′inst has a complex spatiotemporal microstruc-

ture resulting from the various contributing heat transfer mechanisms, such as con-

vection, micro-convection, microlayer evaporation, and dry spot rewetting. Usually

these mechanisms prevail over specific fractions of the boiling unit area and time.

These fractions can overlap either in time or space. For example, microlayer evapo-

ration and dry spot rewetting prevail over the same (more or less) fraction of a boiling

surface, but these processes occur during different time instants. Thus, for heat trans-

fer mechanism i occurring over an area Abu,i(t) during a time interval ∆tbu,i, where a

prevailing local instantaneous heat flux is q′′inst,i, the transferred heat fraction can be

found as,

Qbu,i =
∫

∆tbu,i

∫

Abu,i(t)
q′′inst,idAdt. (8.100)

It should be noted that in general Abu,i changes with time. For example, the micro-

layer evaporation area gradually increases when the bubble is growing. Since the

total heat transferred over the boiling unit area and time is a sum of all participating

mechanisms, the macroscopic wall heat flux can be obtained as,

q′′w =
1

Abu∆tbu
∑

i

Qbu,i =
1

Abu∆tbu
∑

i

∫

∆tbu,i

∫

Abu,i(t)
q′′inst,idAdt, (8.101)
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where summation includes all contributing boiling heat transfer mechanisms. We

now introduce an instantaneous area-averaged heat flux,

〈q′′inst,i〉2 ≡
1

Abu,i(t)

∫

Abu,i(t)
q′′inst,idA, (8.102)

to express the macroscopic wall heat flux as follows,

q′′w =
1

Abu∆tbu
∑

i

∫

∆tbu,i

Abu,i(t)〈q′′inst,i〉2dt. (8.103)

Let us now introduce the following time average area-weighted heat flux,

〈q′′inst,i〉2
A ≡

∫
∆tbu,i

Abu,i(t)〈q′′inst,i〉2dt
∫

∆tbu,i
Abu,i(t)dt

=
1

Abu,i(t)∆tbu,i

∫

∆tbu,i

Abu,i(t)〈q′′inst,i〉2dt

. (8.104)

Here

Abu,i(t)≡
1

∆tbu,i

∫

∆tbu,i

Abu,i(t)dt (8.105)

is the time average area on which mechanism i prevails during the boiling unit time.

Using these definitions, the macroscopic wall heat flux becomes,

q′′w =
∑i Abu,i(t)∆tbu,i〈q′′inst,i〉2

A

Abu∆tbu

= ∑
i

εbu,iτbu,i〈q′′inst,i〉2
A
. (8.106)

The derived equation represents the principle of the wall heat flux partitioning based

on the time average area fraction,

εbu,i ≡
Abu,i(t)

Abu

, (8.107)

and the time fraction for mechanism i

τbu,i ≡
∆tbu,i

∆tbu

. (8.108)

The sum of products of area and time fractions has to satisfy a normalization con-

dition. Assuming that all considered boiling mechanisms have a constant and same

heat flux equal to the macroscopic wall heat flux, the following condition is obtained,

∑
i

εbu,iτbu,i = 1. (8.109)

Thus, in summary, the task of heat flux partitioning during boiling includes the fol-

lowing steps:
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1. Identification of contributing boiling heat transfer mechanisms during a boil-

ing unit time interval ∆tbu and over a boiling unit area Abu.

2. Determination of the time average area fraction εbu,i for each of the mecha-

nisms.

3. Determination of the time fraction of the boiling unit time τbu,i during which

each of the mechanisms prevails.

4. Determination of the time average area-weighted instantaneous heat flux

〈q′′inst,i〉2
A

pertinent to each of the boiling heat transfer mechanisms.

Two general types of heat flux partitioning are commonly applied. A complete heat

flux partitioning takes into account all heat transfer mechanisms contributing to the

generation of the vapor phase and the increase of the liquid phase enthalpy. In this

case mechanisms such as microlayer evaporation, contact line evaporation, rewet-

ting, convection, and transient conduction are considered. In the incomplete heat flux

partitioning the evaporation heat flux is found from the energy balance based on the

departing bubble size, rather than from a consideration of the various contributing

evaporation mechanisms.

8.4.2 HEAT TRANSFER MECHANISMS

At low heat fluxes, isolated bubbles are formed at active nucleation sites. Such bub-

bles do not interact with each other since the distance that separates them is large

enough to exclude any mutual disturbances. As the wall heat flux increases, the num-

ber of active nucleation sites increases and neighboring isolated bubbles are close

enough to interact. For both isolated and coalescing bubble regimes, the wall heat

transfer can be partitioned into several heat transfer mechanisms. These mechanisms

include evaporation of microlayer beneath a growing bubble, contact line heat trans-

fer, rewetting heat transfer, post-rewetting transient conduction, and convection heat

transfer. The relative importance of the various heat transfer mechanisms is still a

subject of intensive experimental and theoretical investigations.

Experiments indicate that the isolated bubble growth is caused by the evaporation

of a liquid microlayer beneath the bubble or evaporation in the vicinity of the con-

tact line. The third contributing mechanism is the evaporation of superheated liquid

in the thermal boundary layer. The microlayer model is based on the assumption that

the bubble growth is so fast that a thin liquid film is trapped between the bubble and

the heated wall. The thickness of the liquid film ranges from a few to several tens of

µm and decreases with the square root of time due to evaporation. The evaporation

of the film is caused by heat conduction through the microlayer from the heated wall

surface to the bubble-microlayer interface. Generally, it is understood that the evap-

oration of the microlayer contributes significantly to the total evaporation rate linked

with the ebullition cycle.

At certain conditions no microlayer is deposited on the heated surface during

bubble growth and evaporation in the vicinity of the three-phase contact line becomes

a dominating heat transfer mechanism. A thin adsorbed film with a thickness not

greater than a few nm covers the heater surface beneath the bubble. Due to significant
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intermolecular forces, this film is not evaporating. However, in the transition between

the adsorbed film and bulk liquid, the liquid film is very thin and poses a rather small

heat transfer resistance. As a result, high evaporation rates can be expected in this

region, significantly contributing to the overall heat transfer and bubble growth [67].

Microlayer Evaporation

When the vapor bubble grows fast enough, a thin liquid microlayer is created beneath

the bubble and the heated surface. The thickness of the microlayer changes with

the distance from the nucleation site and with time. Its maximum thickness can be

calculated from the following correlation [47],

δML,max = 0.8
√

νl∆tG, (8.110)

where ∆tG is the bubble growth time. Initial microlayer thickness for a bubble whose

interface moves with speed Ui can be found from the following expression [67],

δML,0 =

(
νlUi

g

)1/2

f (Ca), (8.111)

where

f (Ca)≈
{

0.93 Ca1/6 for Ca ≪ 1

1 for Ca ≫ 1
(8.112)

and Ca = νlρlUi/σ is the capillary number. Assuming that the heat is conducted

through the microlayer in the direction normal to the surface, the local instantaneous

wall heat flux can be calculated as,

q′′inst,ML =
λl (Tw −Tsat)

δML

, (8.113)

where δML is the local thickness of the microlayer.

The initial radial distribution of the microlayer thickness has been measured ex-

perimentally using laser interferometry. The measured data suggest the following

expression [215],

δML,0 = arb, (8.114)

where a and b are parameters that vary with fluid and heater properties, r is the radial

distance from the nucleation site, and δML,0 is the initial thickness of the microlayer.

The measured thickness has been compared with a simple microlayer evaporation

model in which it is assumed that the entire microlayer is depleted due to evaporation

only and no advection of liquid takes place. Under such circumstances, at each radial

location r the following is valid,

δML,evap(r) =
∫ tevap(r)

0

q′′inst,ML(r, t)(
i f g − cp,l∆TML

)
ρl

dt. (8.115)

Here it is assumed that liquid in the microlayer is superheated and its temperature is

T = Tsat +∆TML.
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The relative importance of the microlayer evaporation to the bubble growth can

be investigated experimentally by comparing the bubble volume increase with the

volume of vapor generated due to microlayer evaporation. Experiments indicate that

the microlayer evaporation contributes between 20 and 50 percent to the overall bub-

ble growth. The rest of the bubble volume is due to the evaporation of superheated

liquid in the thermal boundary layer. This rather wide variation of experimental re-

sults is attributed to differences in the thermal conductivity of substrates used in ex-

periments. When the thermal conductivity of the substrate is high, heat is effectively

conducted into the microlayer region facilitating evaporation. On the contrary, for

low-conductivity substrates, the evaporation of the microlayer is limited by higher

thermal resistance and lower heat flow to the microlayer region [215].

Contact Line Evaporation

If the bubble growth is sufficiently slow, a microlayer underneath the growing bub-

ble is not created, leading to the so-called contact line evaporation regime. In this

regime, evaporation takes place in the vicinity of the three-phase contact line (see

Fig. 8.3). In the modeling of contact line evaporation, the influence of attractive in-

termolecular forces between the wall molecules and the molecules at the liquid-vapor

interface is taken into account. These intermolecular forces pose an additional resis-

tance against evaporation that can be expressed as a shift of the phase equilibrium

to higher interfacial equilibrium temperatures. As a result, an apparent dry region

beneath the bubble is covered by a thin adsorbed film with a thickness in the order

of a few nm. The film in this region, referred to as the adsorbed film region, can not

be evaporated due to intermolecular forces [67].

Overall heat transfer is significantly reduced when the microlayer is absent and

the contact line evaporation dominates in the nucleate-boiling process. Due to that, it

is important to determine under which conditions a transition from the microlayer to

the contact line regime occurs. Theoretical and experimental investigations suggest

that parameters such as the Jakob number based on the wall superheat, the contact

angle, the liquid viscosity, and the surface tension play a dominant role in the tran-

sition. However, it is still not clear what is the influence of these parameters. In par-

ticular, in some sources, it is claimed that the microlayer regime dominates for low

Jakob number values [67, 125], whereas opposite conclusions are drawn from direct

numerical simulations of nucleate boiling in the microlayer regime [226]. Accord-

ing to the latter, the microlayer regime will dominate when the following criterion is

satisfied,

Ja > 3.23 ·10−8 × (θ −5)3

Ca
. (8.116)

This regime will exist always when Ja > 70. Here Ja and Ca are the Jakob number

and the capillary number, respectively, defined as,

Ja =
ρlcp,l(Tw −Tsat)

ρvi f g

, (8.117)

Ca =
µluBG

σ
, (8.118)
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where uBG is the bubble growth speed. The criterion is valid for the contact angle in

the following range 15◦ < θ < 90◦ and for 2.2 ·10−4 < CaJa < 1.2 ·10−2. In terms

of the bubble growth speed, the criterion can be expressed as,

uBG > 1.81 ·10−4 × (θ −5)3/2

(
alσ

δT µl

)1/2

, (8.119)

where δT is the thickness of the thermal boundary layer in which the liquid is super-

heated.

Rewetting

Rewetting takes place when liquid enters the dry spot area beneath the departing

bubble. Rewetting front moves from outer boundaries of the dry region towards its

center. The rewetting heat flux is significantly lower than the heat flux during the

microlayer evaporation and has a peak value in the vicinity of the rewetting front.

Since the area on which the rewetting heat transfer takes place is quite small, the

contribution of this mechanism to overall heat transfer is rather insignificant.

The instantaneous heat flux during rewetting can be determined using the tran-

sient conduction theory, which is based on the model of heat transfer to a semi-

infinite body [157],

q′′w(t) =
λl(Tw −Tb)√

πalt
. (8.120)

In this equation it is assumed that Tw and Tb represent constant temperatures for

the wall and bulk liquid, respectively, and t is the time after the bulk liquid covers

the entire wall surface. Experiments show that Eq. (8.120) gives too high heat flux

values compared to the measured data. The main reason for the discrepancy is the

finite speed with which the rewetting takes place, whereas Eq. (8.120) is valid for an

immediate rewetting of the entire dry region. In addition, the mean initial temperature

of the liquid in the wall vicinity is not equal to Tb but it is somewhat higher and in

a range between the bulk temperature and the wall temperature. Finally, the wall

surface temperature is not constant during rewetting due to transient conduction in

the solid body. Taking these effects into account, the instantaneous heat flux during

rewetting can be estimated as,

q′′w,e f f (t) =
λl(Tw,e f f −Tl,e f f )√

πalt
=

λl∆Tw,e f f√
πalt

, (8.121)

where Tl,e f f is the effective liquid temperature in the vicinity of the rewetted wall sur-

face, Tw,e f f is the effective wall surface temperature and ∆Tw,e f f is the corresponding

effective temperature difference. Using a model of two connected semi-infinite bod-

ies, the wall surface effective temperature can be estimated as,

Tw,e f f =
Tw

√
λscp,sρs +Tb

√
λlcp,lρl√

λscp,sρs +
√

λlcp,lρl

, (8.122)
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where index s refers to the solid wall material and Tw, Tb are constant wall and liquid

bulk temperatures before rewetting, respectively.

Assuming that the instantaneous rewetting area is that area of the initially dry

region, which is covered with liquid, the time-averaged rewetting area can be found

as,

Abu,R =
1

∆tbu,R

∫ ∆tbu,R

0
π
[
r2

DR − r2
R(t)

]
dt =

2

3
πr2

DR. (8.123)

Here rDR is the radius of the dry region, rR(t) = rDR − uR · t is the radius of the

rewetting front at time t, uR is the rewetting front speed and ∆tbu,R = rDR/uR is the

rewetting time, that is, the time when the rewetting front reaches the dry region center

at r = 0.

The rewetting heat flux varies both with the radial position and time. Assuming

a model based on Eq. (8.121) and applying coordinates that are moving with the

rewetting front speed, the instantaneous heat flux distribution in the rewetting region

is given as,

q′′inst,R(r, t) =
λl∆Tw,e f f√

πal

(
t − rDR−r

uR

) , for rDR −uR · t < r < rDR. (8.124)

The instantaneous area-averaged rewetting heat flux is found in Eq. (8.102) as fol-

lows,

〈q′′inst,R〉2 =
2

r2
DR − (rDR −uR · t)2

∫ rDR

rDR−uR·t
rq′′inst,R(r, t)dr

=
4

3

λl∆Tw,e f f√
πalt

2uR · t −3rDR

uR · t −2rDR

. (8.125)

As can be seen, the area-averaged rewetting heat flux decreases with time and at the

end of the rewetting process, for t = ∆tbu,R it reaches the minimum value given as,

〈q′′inst,Rmin〉2 =
4

3

λl∆Tw,e f f√
πal∆tbu,R

. (8.126)

The time average area-weighted heat flux during rewetting is given by Eq. (8.104)

and can be calculated from the following expression,

〈q′′inst,R〉2
A
=

1

Abu,R(t)∆tbu,R

∫

∆tbu,R

Abu,R(t)〈q′′inst,R〉2dt. (8.127)

The remaining characteristic parameters for the rewetting process include the

time-averaged area fraction,

εbu,R =
Abu,R

Abu

=
2

3
πr2

DRN′′
a , (8.128)

and the rewetting time fraction,

τbu,R =
∆bu,R

∆bu

=
rDR

uR

fBD. (8.129)
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Transient Heat Conduction

After rewetting of the dry region, the liquid temperature in the boundary layer is still

lower than during the bubble growth, since the warmer liquid that is lost during bub-

ble growth and departure is replaced by colder liquid from the bulk. In general there

are three mechanisms of the warm liquid loss from the thermal boundary layer: the

evaporation of liquid in the microlayer and in the thermal boundary layer, the liq-

uid displacement from the thermal boundary layer due to the bubble growth, and the

liquid entrainment from the thermal boundary layer by the departing and coalescing

bubbles. All these mechanisms combined cause a significant temperature reduction

in the thermal boundary layer in a certain region around the bubble and promote

transient heat conduction from the wall surface to the liquid.

The instantaneous heat flux during transient conduction can be calculated from

Eq. (8.120). However, experimental data indicate that the measured heat flux is lower

than this equation would suggest, thus, the following approximation could be used,

q′′inst,TC(t) =
λlC(Tw −Tb)√

πalt
, (8.130)

where C < 1 is a modeling parameter derived from experimental data. For nucleate

boiling of FC-72, this parameter was found to be in a range from 0.25 to 0.4 [162].

For nucleate boiling of water, the parameter was greater than 0.5 but still sufficiently

smaller than unity [215].

Assuming that the transient conduction heat transfer takes place over a certain

constant area Abu,TC, the time average area-weighted heat flux during that process

can be calculated as,

〈q′′inst,TC〉2
A
=

2λlC (Tw −Tb)√
πal∆tTC

, (8.131)

with the time fraction given as,

τbu,TC = ∆tTC fBD. (8.132)

In these expressions it is assumed that the transient heat conduction prevails during

the time ∆tTC.

The time-average area for transient heat conduction is usually specified as being

proportional to the heater area covered by hemispherical bubbles with a diameter

equal to the departure diameter, multiplied by an influence factor K,

Abu,TC = Kπr2
BD, (8.133)

where rBD is the bubble departure radius. The value of K varies significantly in the

literature from 4 [136] to 5–8 [51]. Recent experimental data indicate that the influ-

ence factor can be as low as 0.5 [3]. Using the area for the transient conduction given

by Eq. (8.133), the time-averaged area fraction for transient conduction becomes,

εbu,TC = Kπr2
BDN′′

a , (8.134)

where N′′
a is the active nucleation site density. For high heat flux conditions, a cor-

rection method for the overlapping area of influence should be applied [3].
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Convective Heat Transfer

The convective heat transfer occurs in the region that is not influenced by bubble

growth and departure. For pool boiling, the instantaneous heat flux can be calculated

from relationships that are developed for specific conditions, such as natural con-

vection from a horizontal or vertical plate. Some examples of such relationships are

provided in §7.1.

When a wall-resolved approach is used in the calculation of the convective heat

flux, a pure heat transfer by conduction in the wall vicinity can be assumed as fol-

lows,

q′′inst,NC = ρlalcp,l
dT

dn
, (8.135)

where NC stands for natural convection, al is the thermal diffusivity of liquid and

dT/dn is the temperature gradient in the direction normal to the surface.

Since the convective heat transfer is not influenced by bubble growth and depar-

ture, the time fraction of that process is equal to unity, that is,

τbu,NC = 1. (8.136)

The time averaged area for convective heat transfer can be found from Eq. (8.137)

as follows,

εbu,NC = 1− ∑
i 6=NC

εbu,iτbu,i. (8.137)

Transient Micro­Convection

The transient micro-convection is caused by liquid motion induced by the bubble

growth, coalescence, and departure. The enhancement of convective heat transfer is

rather limited during the motion of isolated bubbles since they do not significantly

agitate the surrounding liquid. However, the interaction between coalescing bubbles

appears to greatly enhance convective heat transfer, since the bubbles are promoting

warm liquid outflow and cold liquid inflow in the narrow space between them [215].

8.5 POOL BOILING

Pool boiling can occur in LWRs under various accidental scenarios. A small-break

LOCA in PWRs involves the depressurization of an originally subcooled system,

while heat from the fuel rods is still transferred to the reactor coolant. After the

reactor coolant pumps stop operating, coolant flow is determined by various natural

circulation mechanisms. For very small break areas (less than approximately 4.6 ·
10−3 m2) single-phase natural circulation is the dominant mechanism causing water

to circulate through the core and the steam generator tubes. For larger break areas the

flow pattern will change from single-phase natural circulation to circulation caused

by boiling in the core and condensation in the steam generator tubes (reflux boiling).

Under such conditions, it is reasonable to assume, as a conservative measure,

a pool boiling heat transfer mode in the core. Early in the small break LOCA de-

pressurization, forced convection heat transfer prevails at all core elevations. After
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forced circulation is interrupted due to the coastdown of the reactor coolant pumps,

heat transfer below the two-phase mixture surface is predominantly by nucleate boil-

ing with some transition boiling or even stable film boiling near the surface.

A reflood phase of LOCA is associated with the emergency cooling in the LWR

core when fuel rods are quenched during refilling water in a reactor vessel. The

zircaloy or chromium-coated (ATF) fuel behavior under quenching is examined un-

der transient pool boiling heat transfer conditions. Since a portion of the fuel bundle

is uncovered, a quenching front is established with a liquid region below the front

and a two-phase mixture ahead of it. For predicting quench front movement, precur-

sory cooling due to boiling is important. Various pool boiling heat transfer regimes

can be considered for that purpose.

One of the most important safety concerns when designing a LWR core is pre-

venting or eliminating a boiling crisis during a reactivity-initiated accident (RIA).

Among the various scenarios considered for RIA, the most penalizing in a PWR con-

sists of a control rod ejection at hot standby condition and a control rod drop accident

at cold zero power conditions in a BWR. Thus RIA is associated with an abrupt and

unexpected insertion of reactivity that results in an unwanted surge in reactor power

during which fuel and core structural components can experience rapid temperature

increase. Fuel performance analysis under RIA conditions shows that CHF is one of

the top contributors to uncertainties out of many crucial fuel-to-coolant heat transfer

parameters. During RIA a CHF is induced when fuel assembly with stagnant coolant

is submitted to a significant power pulse. The influence of such parameters as the

degree of subcooling, pressure, surface characteristics (contact angle, oxide layer

formation, surface activation), and rapid heating effects in pool boiling have to be

considered.

8.5.1 NUCLEATE POOL BOILING

Nucleate pool boiling is a very efficient heat removal process in which vapor bubbles

form at nucleation sites on a surface to be cooled and heat is transferred from the sur-

face to quiescent liquid. The bubble nucleation and growth and involved heat transfer

micro-processes have been discussed in §8.3 and §8.4, respectively. In this section,

we present useful methods to predict a heat transfer coefficient during nucleate pool

boiling.

Many correlations of heat transfer coefficient in saturated nucleate pool boiling

were originally derived in a form similar to the forced convective heat transfer such

as Nu = c×Ren1 × Prn2 × .... The dimensionless groups Nu, Re, and others were

defined to reflect the important phenomena underlying boiling. Experimental data

show that the main parameters influencing nucleate pool boiling heat transfer include

thermophysical properties of the surface material, the interaction between the solid,

liquid, and vapor phases at the interface, and the surface microgeometry.

One of the first correlations for the nucleate pool boiling, which is applicable to

a wide spectrum of liquid-solid pairs, was proposed by Rohsenow and is given as
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follows [188],

cp,l∆Tw

i f g

=Cs f

[
q′′w

µl i f g

√
σ

g(ρl −ρv)

]m(
cp,l µl

λl

)n

, (8.138)

where Cs f is a constant that depends on the solid-fluid combination. This correlation

with Cs f = 0.013, m = 0.33, and n = 1.7 was shown to correlate well for water

with nickel and stainless steel in a pressure range of 0.1 to 16.8 MPa. The values

of correlation parameters and applicability ranges for other solid-fluid combinations

are provided in [177].

For solid-fluid pairs with known surface roughness Ra (in µm) and contact an-

gle θ , and for which the Cs f constant is not known, the following revised form of

Eq. (8.138) can be used to estimate heat transfer rates [148],

q′′w = 5.185 ·105Cs

λ 3.03
l

(i f gµl)2.03

√
g(ρl −ρv)

σ
∆T 3.03

w , (8.139)

where,

Cs = (1− cosθ)0.5

[
1+

5.45

(Ra −3.5)2 +2.61

]
γ−0.04, θ = max(θ ,15◦), (8.140)

and γ is the influence parameter of heating surface material given as,

γ =

√
λsρscp,s

λlρlcp,l
. (8.141)

The SI units should be used in the correlation (except for Ra). The correlation validity

range based on the used experimental data is limited to pressure from 4 to 200 kPa,

contact angle from 1 to 90◦, surface roughness from 0.004 to 2.22 µm, and the wall

superheat from 6 to 60 K.

The heat transfer coefficient for various working fluids with molecular weight M

and the maximum peak height of surface roughness Rp can be found as [46],

h =
55p

(0.12−0.2logRp)
R (q′′w)

0.67

[log(1/pR)]0.55M0.5
. (8.142)

Here the heat transfer coefficient h is in W/(m2K), heat flux q′′w in W/m2, and peak

roughness Rp in µm.

Forster and Zuber proposed the following correlation for the heat flux in terms of

the wall superheat and physical properties of liquid and vapor [69]

q′′w = 0.00122

(
λ 0.79

l c0.45
p,l ρ0.49

l

σ0.5µ0.29
l i

0.24
f g ρ0.24

v

)
∆T 1.24

w [psat(Tw)− pl ], (8.143)

where ∆Tw = Tw −Tsat is the wall superheat in K, λl - liquid thermal conductivity in

kW/(m K), cp,l - liquid specific heat in kJ/(kg K), ρl , ρv - liquid and vapor density in
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kg/m3, respectively, psat(Tw), pl - saturation pressure at wall temperature and liquid

pressure in Pa, respectively, σ - surface tension in N/m, µl - liquid dynamic viscosity

in Ns/m2, i f g - latent heat in kJ/kg with the resulting value of wall heat flux q′′w in

kW/m2.

Effect of Subcooling

In subcooled pool boiling the bulk liquid temperature far from the boiling surface

is below the saturation temperature. To make the bubble nucleation possible, a layer

of superheated liquid must be present in the vicinity of the boiling surface. When

the condition for the onset of nucleate boiling is satisfied, bubbles start growing

from nucleation sites. With increasing heat flux, bubbles coalesce to a vapor layer

located between the subcooled bulk liquid and the superheated liquid layer attached

to the heated wall. Experiments show that void fraction increases rapidly from zero

to unity when moving from the liquid layer on the heated surface to the vapor layers

hovering above the surface. Similarly, as in saturated pool boiling, large vapor masses

are formed and detached from the heated surface. Despite the similarities in boiling

characteristics in saturated and subcooled boiling, with increasing subcooling the

heat transfer coefficient decreases and the vapor masses detaching from the wall

collapse at higher rates. With high enough subcooling and a heat flux significantly

below the critical heat flux, the boiling heat transfer will eventually cease and natural

convection heat transfer will prevail.

Effect of Surface Orientation

In a study of pool boiling of water at atmospheric pressure performed by Nishikawa

et al. [168] it was shown that, above a certain threshold heat flux level, the pool

boiling curves for all surface orientations are virtually identical. It appears that

this threshold heat flux value corresponds to the transition from the isolated bub-

ble regime to the regime of slugs and columns when the heat flux reaches a value

given by the following correlation [163]

q′′w,tr = 0.11ρvi f gθ 1/2

(
σg

ρl −ρv

)1/4

, (8.144)

where θ is the contact angle given in degrees. The correlation is consistent with

experimental data when the contact angle is between 35◦ and 85◦ [150].

At low heat flux levels, for a given fixed value of the heat flux, the wall super-

heat monotonically decreases with increasing inclination angle. The wall superheat

is the highest for the upward-facing surface (inclination angle equal to 0◦), whereas

the downward-facing surface (inclination angle equal to 180◦) results in the lowest

superheat.

8.5.2 TRANSITION POOL BOILING

Transition boiling heat transfer is an intermediate heat transfer regime between the

nucleate boiling crisis and the minimum film boiling (region III between points C and
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F in Fig. 8.1). The main feature of boiling heat transfer in this range is that the heat

transfer rates decrease with increasing wall superheat, which manifests itself with

a negative slope of the boiling curve (dq′′w/d(∆Tw) < 0). This type of boiling can

only exist in temperature-controlled heat transfer systems. For heat-flux-controlled

systems, the region III of the boiling curve cannot be realized.

Experimental observations reveal that during transition boiling heat transfer, the

heating surface is intermittently wetted by the liquid and covered by a vapor film.

The mean time fraction of the heating surface in contact with each phase depends on

the wall superheat, fluid properties, and the wall material properties. Above a certain

limiting value of the wall superheat a stable film boiling is established. The surface

temperature that corresponds to this limiting wall superheat is frequently referred to

as the minimum film boiling temperature or the Leidenfrost temperature.

Assuming that hfb is the heat transfer coefficient for the stable film boiling and

q′′mfb is the minimum heat flux that will sustain film boiling, the minimum film boiling

temperature Tmfb can be estimated as,

Tmfb = Tsat +
q′′mfb

hfb

. (8.145)

Using such arguments, Berenson obtained the following expression for the minimum

film boiling temperature,

Tmfb =Tsat+

0.127
ρvi f g

λv

[
g(ρl −ρv)

ρl +ρv

]2/3 [ σ

g(ρl −ρv)

]1/2 [ µv

g(ρl −ρv)

]1/3 . (8.146)

Henry [87] developed a model of the Leidenfrost phenomenon that included the ef-

fects of transient wetting and subsequent liquid microlayer evaporation and arrived

at the following expressions:

Tmfb,H −Tmfb

Tmfb −Tl

= 0.42

[√
λlρlcp,l

λsρscp,s

(
i f g

cp,s(Tmfb −Tsat)

)]0.6

, (8.147)

where Tmfb,H is the minimum film boiling temperature obtained from the Henry

model and Tmfb is given by Eq. (8.146).

Ramilison and Lienhard performed experiments to investigate the influence of the

contact angle and arrived at the following correlation for the minimum film boiling

temperature [28, 182],

Tmfb = Tsat +0.97(Thn −Tsat)exp(−0.0006θ 1.8
A ), (8.148)

where θA is the advancing contact angle in degrees and Thn is the homogeneous

nucleation temperature derived by Lienhard from the corresponding state theory and

given as [149]

Thn =

[
0.932+0.077

(
Tsat

Tcr

)9
]

Tcr, (8.149)

where Tcr is the critical temperature.
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Based on own experimental data and data obtained by Berentson, Ramilison and

Lienhard recommended the following correlation for predicting the heat transfer in

the transition boiling heat transfer regime [182]

Bi∗ = 3.74 ·10−6K(Ja∗)2, (8.150)

where

Bi∗ ≡ (q′′w −q′′fb)
√

asτ

λs∆TwK
, (8.151)

Ja∗ ≡ ρscp,s(Tmfb −Tw)

ρvi f g

, (8.152)

τ ≡
[

σ

g3(ρl −ρv)

]1/4

, (8.153)

K ≡ λl/a
1/2

l

λl/a
1/2

l +λs/a
1/2
s

. (8.154)

Here variables with index s refer to the solid heater material, q′′fb is the heat flux

predicted for film boiling at the given wall superheat, and τ is the characteristic

period of the Taylor wave at the interface.

The heat flux in the region close to the departure from nucleate boiling is slightly

dependent on the surface condition of the heater, whereas the film boiling heat flux

is independent of the surface condition of the heater. The minimum film boiling

heat fluxes for relatively large contact angles can be calculated from the following

correlation proposed by Berenson [16],

q′′min = 0.09ρvi f g
4

√
g(ρl −ρv)

(ρl +ρv)2
. (8.155)

8.5.3 FILM POOL BOILING

At wall surface temperature above the Leidenfrost temperature, the bulk liquid and

the heating surface are separated by a stable vapor film. This boiling regime, indi-

cated as region IV in Fig. 8.1, is known as film boiling.

Heat transfer rates and the minimum heat flux during film boiling are known

to depend on the orientation and shape of the boiling surface, the type (regular or

chaotic) of bubble motion in the fluid bulk, and the flow regime (laminar or turbulent)

of vapor in the film. For horizontal plates with regular motion of bubbles and laminar

the flow of vapor in the film, the minimum heat flux is shown to be as follows [16]:

q′′min = 0.09ρvi
′
f g

[
g(ρl −ρv)

ρl +ρv

]1/2 [ σ

g(ρl −ρv)

]1/4

, (8.156)
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where i
′
f g is the effective latent heat that includes the sensible heat accumulated in

the superheated vapor in the film. The equation for the Nusselt number becomes,

Nu f = 0.425Ra
1/4

f

[
i
′
f g

cp,v∆Tw

]1/4

f

, (8.157)

where subscript f indicates that the fluid properties should be calculated at the film

temperature Tf = (Tw + Tsat)/2. The Nusselt (Nu) and Rayleigh (Ra) numbers are

defined as follows:

Nu =
hLc

λv

, (8.158)

Ra = GrPrv =

[
L3

cρv(ρl −ρv)g

µ2
v

](
cp,vµv

λv

)
. (8.159)

Here Lc is the capillary length given by the following formula,

Lc =

[
σ

g(ρl −ρv)

]1/2

. (8.160)

For film boiling on the vertical plate, the correlation becomes [94],

Nu f = 0.943Ra
1/2

f

[
i f g

(
1+0.34cp,v∆Tw/i f g

)2

cp,v∆Tw

]1/2

f

, (8.161)

where Nu and Ra use a characteristic length L equal to the vertical distance from the

bottom of the plate.

Typically heat transfer coefficient for film boiling in a pool is expressed in terms

of the Nusselt number (Nu), which is correlated with the Rayleigh number (Ra) and

the Prandtl number (Pr). More recent models are based on the dimensional analysis.

For vertical heated flat plates immersed in subcooled liquid pools the Nusselt number

is correlated to the Rayleigh number and the superheat Jacob number (Jasup) that

incorporate the plate superheat. A correlation that takes into consideration the effect

of physical properties of the vapor film, liquid subcooling ∆Tsub = Tsat−Tb, and wall

superheat ∆Tw = Tw −Tsat is given as follows,

Nu =C Ra0.43

(
1+4.5

Jasub

Ja1.8
sup

)
, (8.162)

where

Jasub =
cp, f ∆Tsub

i f g

, (8.163)

Ra =
gβ∆TwD3

νvav

, (8.164)

Jasup =
cp,v∆Tw

i f g

, (8.165)
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and C is a material-dependent constant equal to 0.045, 0.055, and 0.068 for the stain-

less steel, zirconium, and Inconnel-600. The correlation agrees within ±40 percent

with experimental data obtained for vertical rods with an outer diameter of 9.5 mm

and a length of 0.245 m. All samples included naturally formed oxide layers [61].

8.6 FLOW BOILING

Flow boiling is one of the most effective heat transfer mechanisms in which liq-

uid evaporation at a heated surface is combined with the liquid circulation over the

surface. When this process takes place in heated channels, various boiling and two-

phase flow regimes occur. The boiling first occurs at a certain location in the channel

with sufficient wall superheat, where conditions for the onset of nucleate boiling are

met. At relatively low flow quality, bubble nucleation at the wall occurs and a bub-

bly two-phase flow regime prevails. At high qualities and mass flow rates, the flow

regime is normally annular with a liquid film covering channel walls. When the wall

superheat is sufficient, nucleate boiling is still present within the liquid film. With

thinning liquid film and augmenting heat convection in the film due to high flow ve-

locity, the nucleate boiling may be suppressed, in which case heat transfer is only by

convection through the liquid film and evaporation occurs only at its interface.

In comparison to pool boiling, heat transfer in flow boiling is less dependent

on heat flux, but it is rather strongly influenced by the local flow quality and the

mass flux. Thus, both nucleate boiling and convective heat transfer must be taken

into account to predict heat transfer data. At low flow qualities and high heat fluxes,

heat transfer is dominated by the nucleate boiling while convection dominates at

high mass fluxes and high-quality two-phase flows. For intermediate conditions, both

mechanisms are contributing to overall heat transfer and are equally important.

Under specific limiting conditions within a boiling channel, elaborated further

in §9, the mechanism of boiling heat transfer undergoes a significant transformation

due to the onset of a boiling crisis. The boiling heat transfer that prevails downstream

of the boiling crisis point is frequently referred to as the post-critical heat flux (post-

CHF) regime. In this heat transfer regime, the heated surface temperature becomes

very high and the wall superheat can reach several hundreds of kelvins. Under certain

extreme conditions, the temperature of the wall can surpass the melting point of the

wall material, resulting in damage to the wall.

The main reason for the high wall temperature in the post-CHF regime is that

the wall is covered by the vapor phase rather than the liquid phase. Due to the low

thermal conductivity of the vapor, the heat transfer coefficient, and thus the heat

transfer rate, is significantly reduced.

There are two major paths that can lead to the post-CHF regime in a boiling

channel. The first path is when the channel power increases above a certain limiting

value, referred to as the critical power. This type of situation may occur in a water-

cooled nuclear reactor that exceeds thermal safety limits and operates at too high

a power level. The second path is when coolant flow in the channel drops below a

certain minimum value necessary for heat removal. This situation may occur during

a loss of coolant accident (LOCA) in a water-cooled nuclear reactor.
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8.6.1 NUCLEATE FLOW BOILING

The nucleate flow boiling has many similarities with nucleate pool boiling. The ebul-

lition process and the roles of various heat transfer mechanisms such as the transient

conduction, the microlayer evaporation, and the microconvection are similar to those

in pool boiling. However, the liquid circulation over the heated surface influences

the thickness and formation of the thermal boundary layer and gives rise to hydro-

dynamic forces which interact with bubbles during departure and lift off from the

wall. These effects have to be taken into account to discern the specific features of

nucleate flow boiling.

Two general groups of models are under development. One group is based on

the bubble departure analysis and comparing it with the saturated boiling [211]. The

other group is using the heat flux partitioning method that yields the wall temperature

and evaporation rate. An example of the latter is the Chen correlation that is applica-

ble to convective boiling heat transfer in water-cooled channels for a wide range of

parameters [32]. In this approach, the heat transfer rate per unit area q′′ is found as:

q′′ = h(Tw −Tsat) , (8.166)

where h is the heat transfer coefficient, Tw is the heated surface temperature, and

Tsat is the saturation temperature. The fundamental assumption made by Chen is

that the heat transfer coefficient is a superposition of two effects, one resulting from

microscopic phenomena caused by nucleate boiling (hnuc), and the other resulting

from the bulk convective heat transfer contribution (hbulk):

h = hnuc +hbulk . (8.167)

The two heat transfer coefficients are given as follows:

hbulk = 0.023

(
λ f

Dh

)
Re0.8Pr0.4 ·F , (8.168)

hnuc = 0.00122

[
λ 0.79

f c0.45
p, f ρ0.49

f

σ0.5µ0.29
f i

0.24
f g ρ0.24

g

]
∆T 0.24

w

(
psat(Tw)− p f

)0.75 ·S , (8.169)

where

F =

{
1 X−1

tt ≤ 0.1

2.35
(

0.213+ 1
Xtt

)0.736

X−1
tt > 0.1

, (8.170)

S =
(

1+2.56 ·10−6F1.463 ·Re1.17
)−1

, (8.171)

Re =
G(1− x)Dh

µ
, (8.172)

Xtt =

(
1− x

x

)0.9(ρg

ρ f

)0.5(µ f

µg

)0.1

. (8.173)

The application of the correlation requires iteration according to the following

scheme:
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1. For a given mass flux, fluid properties, local heat flux and quality: guess the

wall superheat ∆Tw.

2. Find the parameter Xtt from Eq. (8.173).

3. Find the Reynolds number Re from Eq. (8.172).

4. Find the parameter F from Eq. (8.170).

5. Find the parameter S from Eq. (8.171).

6. Find the partial heat transfer coefficient hbulk from Eq. (8.168).

7. Find the partial heat transfer coefficient hnuc from Eq. (8.169).

8. Find the overall heat transfer coefficient h from Eq. (8.167).

9. Find the new value of the wall superheat ∆Tw from Eq. (8.166).

10. Continue repeating steps 7 through 9 until convergence is achieved and the

old and new wall superheat values are equal to each other within a specified

convergence limit.

8.6.2 POST­CHF FLOW BOILING

Depending on the void content in a boiling channel, the post-CHF boiling regime can

be either inverted annular flow boiling (IAFB), inverted slug film boiling (ISFB), or

dispersed flow film boiling (DFFB). In this section we discuss the IAFB and DFFB

regimes since they are most often considered in nuclear reactor safety analyses. In

addition, we consider the transition flow boiling that may potentially arise during the

reflooding phase of various loss of coolant accident scenarios.

Inverted Annular Flow Boiling

The inverted annular flow boiling heat transfer prevails in heated channels at low

qualities and subcooled conditions. This heat transfer regime follows the occurrence

of the departure from nucleate boiling (DNB) that leads to the creation of a vapor film

flowing along the heated wall. The core of the flow contains a subcooled or saturated

liquid phase. During various postulated scenarios of the loss of coolant accident,

the inverted annular flow boiling regime occurs just downstream of the quenching

front, where the wall surface temperature is very high and exceeds the Leidenfrost

temperature.

Bromley [24] performed film boiling experiments on a horizontal tube and de-

rived a correlation for the natural convection heat transfer coefficient as follows,

h =C

[
gρv(ρl −ρv)i

′
f gλ 3

v

µvD(Tw −Tsat)

]1/4

, (8.174)

where i
′
f g is calculated as the enthalpy difference between the vapor at its arithmetic

average temperature and liquid at saturation temperature, D is the tube diameter, and

C is a constant to be specified. The correlation is applicable for U/(gD)< 1.0, where

U is the area-averaged liquid velocity. For forced convection, when U/(gD) > 2.0,
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the following correlation is proposed [25],

h = 2.7

√
Uλvρ f i

′
f g

D(Tw −Tsat)
. (8.175)

Dispersed Flow Film Boiling

The dispersed flow film boiling prevails in a heated channel downstream of dryout of

the liquid film in annular flow. Since the mist two-phase flow exists in this region,

this boiling regime is frequently referred to as the mist flow evaporation. In BWR

applications, the preferred nomenclature is the post-dryout heat transfer.

The simplest correlation approach to predict wall temperature in the post-dryout

region is based on assumptions that thermodynamic equilibrium exists between the

phases and that the heat transfer is dominated by turbulent vapor convection. These

correlations are similar to the single-phase convective heat transfer correlations and

calculate the local heat transfer coefficient as a function of local mass flux, equi-

librium quality, and saturated vapor properties. Using this approach, Dougall and

Rohsenow proposed the following correlation [58],

hv = 0.023
λv

D

[
GD

µv

(
xe +

ρv

ρl

(1− xe)

)]0.8(
cp,vµv

λv

)0.4

, (8.176)

where hv is the heat transfer coefficient, λv is the vapor thermal conductivity, D is

the tube diameter, G is the mass flux, µv is the vapor dynamic viscosity, xe is the

equilibrium quality, ρv, ρl is the vapor and liquid density, respectively, and cp,v is

the vapor specific heat capacity. All physical properties should be taken at the sys-

tem saturation temperature. For post-dryout in tubes and annuli at reactor operating

conditions, Groeneveld developed the following correlation [79],

hv = a
λv

Dh

[
GDh

µv

(
x+

ρv

ρl

(1− x)

)]b(
cp,vµv

λv

)c

w

Y d

(
q′′w

3.152

)e

, (8.177)

where x is the flow quality, Dh is the hydraulic diameter, q′′w is the wall heat flux in

W/m2, and Y is a correction factor defined as,

Y = 1.0−0.1

(
ρl −ρg

ρg

)0.4

(1− xe)
0.4. (8.178)

The best-fit values of constants a–e in Eq. (8.177) are provided in Table 8.1 and the

range of data on which the correlation is based is given in Table 8.2. The last term in

Eq. (8.177) represents the influence of the heat flux on the heat transfer coefficient.

In general, this term only slightly improves the agreement of the correlation with

the experimental data and can be dropped by setting e = 0. It should be noted that

the wall temperature should be used to calculate the vapor Prandtl number. Thus, to

calculate the heat transfer coefficient when the wall temperature is not known and

the heat flux is given, iterations will be necessary.
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TABLE 8.1

Constants a–e in Eq. (8.177) [79]

Geometry a b c d e

Tubes 1.85 ·10−4 1.00 1.57 -1.12 0.131

1.09 ·10−3 0.989 1.41 -1.15 0

Annuli 1.30 ·10−2 0.664 1.68 -1.12 0.133

5.20 ·10−2 0.688 1.26 -1.06 0

Tubes and annuli 7.75 ·10−4 0.902 1.47 -1.54 0.112

3.27 ·10−3 0.901 1.32 -1.50 0

TABLE 8.2

Range of Data on which Correlation Given by Eq. (8.177) is Based [79]

Parameter Tube Annulus

Flow direction vertical and horizontal vertical

Hydraulic diameter Dh, mm 2.5–25 1.5–6.3

Pressure p, MPa 6.8–21.5 3.4–10

Mass flux G, kg/m2s 70–530 80–410

Flow quality x 0.10–0.90 0.10–0.90

Heat flux q′′w, kW/m2 120–2100 450–2250

Nuv = hvDh/λv 95–1770 160–640

(GDh/µv)[x+(1− x)ρv/ρl ] 6.6·104–1.3·106 1.0·105–3.9·105

Prv,w = (cp,vµv/λv)w 0.88–2.21 0.91–1.22

Y 0.706–0.976 0.610–0.963

The correlations provided by Eqs. (8.176) and (8.177) are developed under the

assumption that the vapor is at the saturation temperature. However, experimental

data show that vapor can be significantly superheated during post-dryout heat trans-

fer.

Transition Flow Boiling

The transition flow boiling can be encountered in systems with the wall tempera-

ture control and forced flow of coolant. Such conditions would exist in the transition

boiling region during the reflooding phase of large break loss of coolant accident

scenarios for light water reactors. The transition boiling region is located just down-

stream of the quench front, where the wall surface temperature exceeds the CHF

temperature, but is lower than the minimum stable film boiling temperature.
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PROBLEMS

PROBLEM 8.1

Explain the main steps that need to be taken to perform heat flux partitioning for

nucleate boiling heat transfer.

PROBLEM 8.2

Describe the various heat transfer mechanisms that contribute to the overall nu-

cleate boiling heat transfer.

PROBLEM 8.3

Find the wall superheat and the nucleate boiling heat transfer coefficient in a fuel

rod bundle with a square lattice with a rod diameter of 10 mm and a rod pitch

of 12.7 mm. Assume a flow of saturated water and steam mixture at a pressure

7 MPa, with mass flux equal to 1250 kg m−2 s−1, and the thermodynamic equi-

librium quality equal to 0.25. The local heat flux is equal to 750 kW m−2. Use

the isolated subchannel model and the Chen correlation.



9 Boiling Crisis

A sudden deterioration of heat transfer between a heated wall surface and neigh-

boring liquid layers, accompanied by the creation of a persistent vapor layer on the

surface and a significant increase of the wall temperature is called a boiling crisis.

The local heat flux at which the boiling crisis occurs is termed a critical heat flux

(CHF).

The boiling crisis phenomenon was initially identified during early studies of wa-

ter pool boiling on a submerged heated wire. This led to the development of a boiling

curve, which represents the relationship between heat flux and wall superheat, and it

was characterized by clearly defined maximum and minimum heat flux values [171].

A comprehensive examination of the boiling crisis phenomenon commenced im-

mediately following the initiation of the civil and military power reactor program,

which was based on water-cooled reactor systems. Both experimental and theo-

retical investigations uncovered the existence of various modes of boiling crisis in

heated channels with forced convective heat transfer. As many experiments resulted

in the heated element melting or rupturing when a boiling crisis occurred, it be-

came common practice to refer to the corresponding heat flux as “burnout heat flux”,

or simply burnout. However, this terminology was rightly criticized for being mis-

leading, prompting a search for more precise definitions of the terms used in this

field [187, 45].

In this book, we adhere to a nomenclature that has gained widespread acceptance

in recent years. The literature typically describes two types of boiling crises. The

first, which occurs at low bulk quality in a heated channel where nucleate boiling

heat transfer prevails, is commonly known as the departure from nucleate boiling

(DNB). The second type of boiling crisis, which occurs at the high bulk quality and

during annular two-phase flow, is known as dryout.

A variety of methods are employed to predict the onset of a boiling crisis in heat

transfer equipment. With the recent advancements in computational fluid dynamics

and numerical heat transfer techniques, there is a growing interest in utilizing mech-

anistic models for physical processes, including the phenomena of boiling crises.

However, in many systems with specific safety requirements, it is crucial to not only

accurately predict but also estimate the uncertainties of these predictions. Therefore,

correlation-based predictions continue to be the preferred choice for safety analysis

applications.

In this chapter, we introduce the various types of correlations available for pre-

dicting boiling crises. We specifically discuss how these correlations should be cho-

sen and implemented in calculations. We consider both pool boiling and flow boiling

applications.
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9.1 PRINCIPAL MECHANISMS AND EFFECTS

The boiling crisis is a complex phenomenon that occurs due to the interaction of

numerous mechanisms. We discussed some of these mechanisms in §8. The exam-

ination of local mechanisms that govern the boiling crisis necessitates the use of

sophisticated instrumentation to capture the distribution of local parameters near the

boiling crisis point. This method is currently employed in experimental investiga-

tions focusing on nucleate boiling and the boiling crisis within pool boiling scenar-

ios. However, applying such an approach to complex geometries, such as a fuel rod

assembly, can be challenging or impractical.

The location of the boiling crisis point in a rod bundle is not predetermined and

depends on the flow and heat transfer conditions. Therefore, to gather essential ex-

perimental information, the instrumentation should cover a significant portion of the

test section. However, such a vast experimental database would only be beneficial if

accompanied by the development of mechanistic and locally based prediction mod-

els. Although this type of approach is the ultimate goal in the field of boiling crisis

research, its practical usage in nuclear power safety applications is still rather limited.

Global effects in boiling crisis phenomena are easier to capture and are useful for

the development of empirical correlations. These effects are investigated by record-

ing the occurrence of the boiling crisis when changing the test section geometry and

orientation, as well as flow and heat transfer conditions. Specifically, when inves-

tigating the boiling crisis in heated channels, the influences of coolant mass flux,

system pressure, inlet subcooling, and spatial power distribution are examined.

9.1.1 POOL BOILING CRISIS

The pool boiling crisis is influenced by a multitude of processes that operate on

various scales. These range from the nanometer scale, which pertains to the charac-

teristics of the boiling surface, to the micrometer scale, which involves the hydrody-

namics of the microlayer beneath nucleating bubbles, and finally to the system scale,

which encompasses the hydrodynamics of the two-phase mixture. Kutateladze noted

the similarity between the boiling crisis condition and the flooding phenomena in

distillation columns and used dimensional analysis arguments to derive a relation-

ship for the maximum heat flux as follows: q′′max ∼Cρ
1/2
g i f g

[
g
(
ρ f −ρg

)
σ
]1/4

, and

concluded that C was equal to 0.16 [137]. This result was later derived theoretically

by Zuber who considered Taylor wave motion and Helmholtz instability of vapor

columns over a heated surface, finding that C = π/24 ≃ 0.131 [244]. According to

this theory, a boiling crisis is caused by the hydrodynamic limit when the flow of

liquid towards a heated surface is no longer possible. Recent investigations show,

however, that the onset of boiling crises is caused by the creation of irreversible dry

spots underneath growing bubbles [122, 216, 217].

In pool boiling, the three primary global effects encompass system pressure, fluid

subcooling, and the orientation of the heated wall. System pressure has a significant

impact on fluid properties such as the density ratio, latent heat, and surface tension.

Consequently, pressure plays a pivotal role in the boiling crisis, influencing factors
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such as heat flux, bubble dynamics, and the overall stability of the boiling process. In

the case of boiling water, the critical heat flux initially increases and then decreases

as the pressure increases towards the critical point.

Subcooling of the ambient pool below saturation temperature typically results in

a shift of the boiling curve towards higher levels of heat flux. The maximum heat flux

is strongly impacted by subcooling. As the vapor departs from the region near the

heated surface and ascends through the subcooled pool, it tends to condense. This

condensation facilitates the flow of liquid towards the surface, making the boiling

process more efficient.

Experimental findings suggest that the inclination angle of the heated sur-

face significantly affects nucleate boiling heat transfer under low heat flux con-

ditions. However, under high heat flux conditions, the effect of orientation is not

substantial.

Visual observations have led to the categorization of pool boiling into three re-

gions: upward facing (0◦ ≤ θ ≤ 90◦), vertical and near-downward facing (90◦ ≤ θ ≤
165◦), and downward facing (165◦ ≤ θ ≤ 180◦). In the upward-facing region, vapor

is generated and detaches easily in the vertical direction from the heated surface. In

the vertical and near-downward region, the vapor grows and drifts upward along the

surface in a wavy shape due to the vapor flow. When the heater faces downward, the

vapor is trapped and covers the entire heated surface.

The boiling crisis heat flux decreases as the surface orientation shifts from hori-

zontal facing upward to downward, according to the vapor behaviors at various incli-

nation angles. The vapor velocity influences the distance between the two wavelength

peaks of the vapor, with faster vapor flow resulting in a shorter wavelength. More-

over, the location of the boiling crisis is influenced by the surface orientation due to

the behavior of the vapor.

9.1.2 FLOW BOILING CRISIS

The incorporation of a forced-convection effect typically enhances the single-phase

heat transfer coefficient beyond that of natural convection alone, leading to an up-

ward shift in the single-phase segment of the boiling curve. Furthermore, the max-

imum pool boiling heat flux is generally significantly increased by the introduction

of a forced convection effect. In general, the boiling crisis phenomenon in a heated

channel is influenced by several global parameters such as:

• coolant mass flow rate G,

• coolant pressure p,

• coolant quality at channel inlet xin,

• heat flux q′′,
• channel flow area A,

• channel heated perimeter PH ,

• channel unheated perimeter PUH ,

• channel heated length L.
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The impact of these parameters on the conditions of the boiling crisis has been thor-

oughly examined across a variety of test sections. In the following subsections, we

discuss some well-established findings related to uniformly-heated circular tubes.

Mass Flux

A relationship between the critical heat flux and the mass flux is shown in Fig. 9.1.

The four data sets shown in the figure represent critical quality values that were

measured in circular tubes with inner diameter D = 8 mm and heated length L varying

from 1 to 5 m. The tubes were cooled with water at 7 MPa pressure and with inlet

quality xin = −0.035 [208].

For the mass flux higher than 1000 kg m−2 s−1 and tube lengths equal to 2 m

or greater, the critical heat flux almost linearly increases with the mass flux with

∆q′′cr/∆G ≈ const. From Eq. (9.53) we can infer that under these conditions, with

both system pressure and inlet quality being constant, the critical quality also remains

approximately constant.

(a) (b)

Figure 9.1 Critical heat flux q′′cr (a) and critical quality increase ∆xcr = xcr − xin

(b) as a function of the mass flux G and the tube length L in a round tube with

inner diameter D = 8 mm, cooled with water at pressure p = 7 MPa and with inlet

subcooling xin =−0.035. Data from [208].

System Pressure

The influence of the system pressure on the critical heat flux in D = 8 mm and

L = 3.66 m tubes are shown in Fig. 9.2. For all cases the inlet subcooling is kept

almost constant in a range −0.065 < xin < −0.025. As shown in the figure, the

critical heat flux and the increase of the critical quality strongly depend on the sys-

tem pressure and both exhibit maximum values for the pressure in the range from

3.5 MPa to 7 MPa.
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(a) (b)

Figure 9.2 Critical heat flux q′′cr (a) and critical quality increase ∆xcr (b) as a func-

tion of the pressure p and the mass flux G in a round tube with inner diameter D

= 8 mm and the heated length L = 3.66 m, cooled with water with inlet subcooling

xin =−0.035. Data from [208].

Inlet Quality

The influence of the inlet quality on the critical heat flux in D = 8 mm and L = 3.66 m

tube is shown in Fig. 9.3. For all cases the system pressure p is constant and equal to

7 MPa. Only two values of the inlet quality are available, corresponding to the inlet

(a) (b)

Figure 9.3 Critical heat flux q′′cr (a) and critical quality increase ∆xcr (b) as a func-

tion of the inlet quality xin and the mass flux G in a round tube with an inner diameter

D = 8 mm and heated length L = 3.66 m, cooled with water at the system pressure

p = 7 MPa. Data from [208].

subcooling 10 K and 100 K. It can be seen that with a decreasing inlet quality, both

q′′cr and ∆xcr decrease.
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Tube Length

The influence of a tube length on the critical heat flux in D = 8 mm tubes is shown in

Fig. 9.4. For all cases shown in the figure, the system pressure p is constant and equal

to 7 MPa. The critical heat flux decreases with increasing tube length over the entire

(a) (b)

Figure 9.4 Critical heat flux q′′cr (a) and critical quality increase ∆xcr (b) as a func-

tion of the length L and the mass flux G in a round tube with an inner diameter

D = 8 mm and inlet mass flux xin = −0.035, cooled with water at system pressure

p = 7 MPa. Data from [208].

investigated range. The drop of q′′cr is more significant for short tubes, however. The

increase of the critical quality, ∆xcr, shows a quite different trend since it increases

for short tubes (up to 3.66 m) and then it remains almost constant and tube-length

independent.

Tube Diameter

Boiling crisis conditions, both DNB and dryout, are influenced by the tube diameter.

Experimental data shows that both the critical heat flux, q′′cr, and the critical quality,

xcr, decreases with an increasing diameter.

For DNB in tubes with a diameter other than 8 mm, the following formula is

recommended [57],

q′′cr |D= q′′cr |8 mm

(
8

D

)1/2

, (9.1)

where q′′cr |8 mm is the critical heat flux in a tube with 8 mm inner diameter and D is

the tube’s inner diameter in mm.

For dryout, the following formula is recommended,

xcr |D= xcr |8 mm

(
8

D

)0.15

, (9.2)

where xcr |8 mm is the critical quality in a tube with 8 mm inner diameter.
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Channel Geometry

The channel geometry, and in particular, its flow cross-section area, has a significant

influence on the boiling crisis. In general, the highest values of the critical heat flux

or the critical quality is obtained in round tubes. For channels with complex cross

sections, such as fuel rod assemblies, a significant reduction of these critical param-

eters is observed. In addition, both the DNB and dryout are influenced by the design

details of fuel rod assemblies and in particular by the presence of spacer grids.

9.1.3 SCALING OF BOILING CRISIS

The boiling crisis phenomena are primarily of interest for water-cooled reactors.

Thus the models and correlations that are used for the prediction of the thermal safety

margins in LWRs should be derived and valid mainly for water systems. However,

since experiments with water require high pressures, temperatures, and heating pow-

ers, the “scaling fluid” approach has been frequently used.

One of the most important scaling constraints for boiling crisis simulation is the

preservation of the density ratio ρ f /ρg the same as in the target fluid. To obtain the

same density ratio as for water at 7 MPa, Refrigerant-12 has to be pressurized to only

1.04 MPa. In addition, this scaling fluid, when used for boiling crisis investigations,

requires only about 6% of the heat input needed for water. Thus huge savings in ex-

perimentation costs are possible and the approach was tested in various test sections

such as round tubes, annuli, and rod bundles. However, scaling invariably introduces

additional uncertainties, which can be circumvented by utilizing prototypical fluids

under prototypical operating conditions and conducting tests in the full-scale geom-

etry of the fuel rod bundle.

9.2 POOL BOILING CHF CORRELATIONS

Thanks to well-defined conditions, pool boiling belongs to the best-investigated area

of boiling heat transfer in general, and boiling crisis in particular. Already early theo-

retical investigations led to the following relation, valid for pool boiling critical heat

flux,
q′′cr

ρgi f g

[
σg
(
ρ f −ρg

)
/ρ2

g

]1/4
= Φcr, (9.3)

where q′′cr is the critical heat flux and Φcr is a constant. This relationship can be de-

rived both from a dimensional analysis and hydrodynamic instability considerations.

9.3 DNB CORRELATIONS

The departure from nucleate boiling (DNB) is a critical safety issue, especially in

the context of pressurized water reactors (PWRs). DNB causes a local vapor layer

on the fuel rod surface, leading to a dramatic reduction of heat transfer capability and

a rapid cladding temperature increase. This phenomenon occurs in the subcooled or
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TABLE 9.1

Constant Φcr in Eq. (9.3) For Selected Pool Boiling CHF Correlations

Constant Φcr Effect Authors

0.131 Hydrodynamic instability [243, 244]

0.16 Dimensional analysis [137, 138]

0.171
(1+0.324·10−3θ 2)1/4

(0.018θ)1/2 Contact angle [126]

0.0044(π −θ)3R0.125
a Contact angle and roughness [183]

low-quality region in the fuel rod assembly. The behavior of this type of boiling crisis

depends on many flow conditions, such as pressure, mass flux, and local quality.

One of the key safety requirements of PWRs is that DNB will not occur during

steady-state and transient normal operation and anticipated operational occurrences

(AOOs). The departure from nucleate boiling ratio (DNBR) is a measure of the mar-

gin to boiling crisis. It is defined as the critical heat flux at a specific location and

specific coolant parameters divided by the operating local heat flux at that location.

The minimum value of DNBR, which is known as MDNBR, defines thermal mar-

gins. Fuel cladding integrity will be maintained if the MDNBR remains above the

95/95 DNBR limit (a 95% probability at a 95% confidence level).

The specific DNB correlation used for PWR safety analysis can vary depending

on the specific design and safety requirements. In this section, we present only a few

examples of DNB correlation. A more comprehensive description of DNB correla-

tions and an extensive reference list can be found in [221].

9.3.1 SIMPLE CHANNELS

For DNB in vertical tubes with an inner diameter of 8 mm, uniformly heated and

cooled with water flowing upward, the following correlation is proposed [144],

q′′cr =

[
10.3−7.8

p

98
+1.6

( p

98

)2
](

G

1000

)1.2{[0.25(p−98)/98]−xe}
e−1.5xe , (9.4)

where p is the pressure (bar), G is the mass flux (kg m−2 s−1), xe is the ther-

modynamic equilibrium quality, and q′′cr is the critical heat flux (MW m−2). The

correlation is valid in the following ranges of parameters: 29.4 < p < 196 bar,

750 < G < 5000 kg m−2 s−1, and its root-mean-square error is 15%. This corre-

lation can be applied to other tube diameters by using the formula given by Eq. (9.1).

Bowring proposed the following formula [21]:

q′′cr =
C1 +DhG∆ii/4

C2 +L
, (9.5)
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where,

C1 =
0.579F1DhGi f g

1+0.0143F2D
1/2
h G

, (9.6)

C2 =
0.077F3DhG

1+0.347F4(G/1356)n
. (9.7)

Here Dh is the hydraulic diameter (m), G is the mass flux (kg m−2 s−1), ∆ii = i f − ii

is the inlet subcooling (J kg−1), i f g is the latent heat (J kg−1), and L is the tube length

(m). The correlation parameters: n, F1, F2, F3, F4 are functions of pressure and are

given as,

n = 2.0−0.5pR , (9.8)

pR =
p

6.895 ·106
, (9.9)

F1 =





p18.942
R exp[20.8(1−pR)]+0.917

1.917
for pR ≤1

p−0.368
R exp[0.648(1− pR)] for pR > 1

, (9.10)

F1

F2
=





p1.316
R exp[2.444(1−pR)]+0.309

1.309
for pR ≤1

p−0.448
R exp[0.245(1− pR)] for pR > 1

, (9.11)

F3 =





p17.023
R exp[16.658(1−pR)]+0.667

1.667
for pR ≤1

p−0.219
R for pR > 1

, (9.12)

F4

F3
= p1.649

R . (9.13)

The correlation is based on a fit to 3792 experimental data points in the following

parameter ranges: 136 < G < 18600 kg m−2 s−1, 0.2 < p < 19 MPa, 2 < Dh <
44.7 mm, and 0.15 < L < 3.66 m. The correlation is applicable for the prediction of

boiling crisis in uniformly heated round tubes with vertical flow within the pressure

range 0.7 to 17 MPa. When compared to all experimental data points, the correlation

mean error ε = (q′′p −q′′e )/q′′e (where q′′p, q′′e = predicted and experimental heat flux)

was −0.29% and the RMS error, defined as
(
∑ε2/N

)1/2
, was 7%.

9.3.2 SUBCHANNELS AND ROD BUNDLES

For uniformly heated fuel rod bundles, Tong developed the following formula,

known as the W-3 DNB correlation:

q′′cr,U = A [2.022−0.0004302pR +(0.1722−0.0000984pR)

×ex(18.177−0.004129pR)
]
(1.157−0.869x)

× [(0.1484−1.596x+0.1729x|x|)GR +1.037]

×
(

0.2664+0.8357e−3.151DR

)
(0.8258+0.000794∆iR)Fs

. (9.14)
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The parameters used in the correlations are as follows:

q′′cr,U = critical heat flux in MW m−2,

A = 0.31544,

pR = p/6.8947 ·103, p - pressure in Pa,

x = thermodynamic equilibrium quality,

GR = G/1.3562 ·10−3, G - mass flux in kg m−2 s−1,

DR = De/25.4, De - equivalent diameter,

∆iR = (i f − iin)/2326, i f - specific enthalpy of saturated liquid, iin - specific

enthalpy at the bundle inlet, both in J kg−1 in mm,

Fs = dimensionless grid or spacer factor.

For non-uniform power distribution in the channel, the following shape factor should

be used,

Fc ≡
q′′cr,U

q′′cr,NU

=
C

q′′(zNU )(1− e−C·zU )

∫ zNU

0
q′′(z)e−C(zNU−z)dz , (9.15)

where zU is the axial location at which DNB occurs with the uniform power distri-

bution, zNU is the axial location at which DNB occurs with the nonuniform power

distribution, q′′(zNU is the local heat flux at DNB location with nonuniform power

distribution and q′′(z) is the axial nonuniform heat flux distribution. The empirical

constant C is given as,

C = 185.6
(1− xcr)

4.31

G0.478
R

, (9.16)

where C is in m−1 and xcr is the thermodynamic equilibrium quality at the DNB

location.

9.4 DRYOUT CORRELATIONS

Dryout correlations are used to predict the conditions under which boiling crisis

occurs in boiling channels with high thermodynamic equilibrium quality. For that

reason, dryout is a critical safety issue for boiling water reactors (BWRs). The oc-

currence of dryout depends on various flow conditions such as pressure, mass flux,

and heat flux distribution.

In a similar manner as for PWRs, one of the key safety requirements of BWRs is

that dryout will not occur during steady-state and transient normal operation and dur-

ing anticipated operational occurrences. The critical power ratio (CPR) is a measure

of the margin to dryout. It is defined as the power of a fuel rod assembly at which

dryout occurs divided by the actual power of the fuel rod assembly. The minimum

value of CPR, which is known as MCPR, defines thermal margins. Fuel cladding

integrity will be maintained if the MCPR remains above the 95/95 CPR limit (a 95%

probability at a 95% confidence level).

The specific dryout correlation used for BWR safety analysis can vary depending

on the specific design of the fuel rod bundle and safety requirements. In this section,

we present only a few examples of dryout correlations. A more detailed description

of correlations applicable to BWRs and an extensive reference list can be found

in [139, 221].
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9.4.1 SIMPLE CHANNELS

Dryout correlations have usually the following form:

xcr = xcr (G, p,Dh,LB, ...) , (9.17)

where xcr is the critical quality, G is the mass flux, p is the pressure, Dh is the hy-

draulic diameter and LB is the boiling length, which is the length of a channel over

which a saturated boiling takes place. Using experimental data obtained in uniformly

heated tubes with an inner diameter of 8 mm, Levitan and Lantsman derived the fol-

lowing formula for determining the critical quality [144]:

xcr|8 mm =

[
0.39+1.57

p

98
−2.04

( p

98

)2

+0.68
( p

98

)3
](

G

1000

)−0.5

, (9.18)

where p is the pressure in bars and G is the mass flux in kg m−2 s−1. The correlation

can be used for tubes with other inner diameters by using Eq. (9.2). The correlation

is based on experimental data with the system pressure in the range from 0.98 to

16.66 MPa and the mass flux in the range from 750 to 3000 kg m−2 s−1, and predicted

xcr agrees with the data within ±0.05.

9.4.2 SUBCHANNELS AND ROD BUNDLES

CHF correlations applicable to rod bundles, in addition to the parametric influences

observed in tubes, have to take into account the bundle geometry and the spatial

power distribution details. One of the first expressions of this kind was the GE-CISE

correlation that took the form of predicting critical quality as a function of the boiling

length and a local peaking factor,

xcr =
C1L∗

B

C2 +L∗
B

(
1.24

R f

)
. (9.19)

Here xcr is the critical quality, L∗
B = LB/0.0254, where LB is the boiling length (m),

R f is the peaking factor (a ratio of maximum to average rod power), and C1, C2 are

terms dependent on the mass flux and the pressure given as,

C1 = 1.055−0.013

(
pR −600

400

)2

−1.233GR +0.907G2
R −0.285G3

R , (9.20)

C2 = 17.98+78.873GR −35.464G2
R , (9.21)

with

GR = G/1356.23 pR = p/6894.757, (9.22)

where G is the mass flux (kg m−2 s−1) and p is the pressure (Pa). The correlation

is primarily applicable to 7×7 bundles with possible extension to 8×8 bundles once

replacing B with B/1.12.
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The EPRI correlation takes a form similar to Eq. (9.19) and is as follows [86],

xcr =
C1L+

B

C2 +L+
B

[
2− J1 +

0.19

GR

(J1 −1)2 + J3

]
+C3, (9.23)

where xcr is the critical quality, L+
B is a non-dimensional boiling length, J1, J3 are

terms to accommodate the local peaking effects, and C1, C2, C3 are terms that ac-

commodate the effects of mass flux and pressure. The terms included in the EPRI

correlation are given as follows,

L+
B =

NπDRLB

A
, (9.24)

C1 = 0.5G−0.43
R , (9.25)

C2 = 165+115G2.3
R , (9.26)

C3 = 0.006−0.0157

(
pR −800

1000

)
−0.0714

(
pR −800

1000

)2

, (9.27)

J1 =





1
32

(
25 fp +3∑

2
i=1 fi + f j

)
for corner rods

1
32

(
22 fp +3∑

2
i=1 fi +∑

2
j=1 f j +2 fk

)
for side rods

1
32

(
20 fp +2∑

4
i=1 fi +∑

4
j=1 f j

)
for central rods

, (9.28)

J3 =





0 for corner rods

0.07
GR+0.25

−0.05 for side rods

0.14
GR+0.25

−0.10 for central rods

, (9.29)

where N is the number of rods in a bundle, DR is the rod diameter (m), LB is the

boiling length (m), A is the bundle flow area (m2), pR = p/6894.757 and p is the

pressure (Pa), GR = G/1356.23 and G is the mass flux (kg m−2 s−1). The definitions

of rod peaking factors for corner, side, and center rods are shown in Fig. 9.5.

p i

i j p ii

i

ij j

j j p ii

k jj

(a) (b) (c)

Figure 9.5 Rod peaking factor definitions in the EPRI correlation for: (a) corner

rod peaking, (b) center rod peaking, (c) side rod peaking [86].
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The CHF data base for the EPRI correlation is primarily 16-rod, with heated

length up to 3.66 m, with axially uniform and non-uniform heat flux, in a pres-

sure range from 4.14 to 9.65 MPa, and a mass velocity range from 339 to

2034 kg m−2 s−1. The correlation predicts the critical power of the test data used to

create the correlation with a standard deviation of 5.5% and a mean value of 0.9948.

When all applicable BWR CHF data are compared to the correlation, it predicts the

test bundle critical power with a standard deviation of 7.5%, with a mean value of

1.0295.

9.5 GENERALIZED CHF CORRELATIONS

Generalized critical heat flux (CHF) correlations attempt to predict the conditions

under which a boiling crisis occurs across a broad spectrum of flow and heat flux

conditions. In practical terms, these correlations are applicable to both PWRs and

BWRs. The majority of these correlations are derived from experimental data ob-

tained in simple channels, such as circular tubes. These correlations can take the

form of an analytical function that represents the CHF in terms of operating condi-

tions and channel size, or they can be presented as look-up tables, where numerical

values of the CHF are tabulated as a function of specific numerical values that repre-

sent the operating conditions.

9.5.1 SIMPLE CHANNELS

The list of existing correlations for predicting CHF in simple channels is quite ex-

tensive. For those interested in further exploration, detailed information on some of

these correlations, along with additional references, can be found in [28, 221]. As an

example, we provide a simple analytical form of a generalized CHF correlation that

was developed by Kim and Lee, who proposed the following formula [124],

q′′cr =C1C2

(σρ f

G2L

)C3

[
C4 +

(
∆ii

i f g

)C5

]C6

exp
[
C7 (L/D)C8

](ρg

ρ f

)C9

Gi f g , (9.30)

where the variables used in the correlation are as follows: q′′cr–critical heat flux, G–

mass flux, L–tube heated length, D–tube internal diameter, p–pressure, ∆ii–inlet sub-

cooling enthalpy, i f g–latent heat of evaporation, σ–surface tension, ρg–vapor density,

and ρ f –liquid density. The coefficients C1 through C9 are given as,

C1 =





6.471 ·10−3 for K ≤ 4.446 ·10−7

9.411 ·10−2 for 4.446 ·10−7 < K ≤ 2.848 ·10−5

3.33 ·10−2 for K > 2.848 ·10−5

, (9.31)

C2 =





0.962 for R ≤ 4.705 ·10−3

1.452 for 4.705 ·10−3 < R ≤ 3.849 ·10−2

1.0 for 3.849 ·10−2 < R ≤ 1.262 ·10−1

2.3 for R > 1.262 ·10−1

, (9.32)
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C3 =





5.677 ·10−2 for K ≤ 4.446 ·10−7

0.2398 for 4.446 ·10−7 < K ≤ 2.848 ·10−5

0.141 for K > 2.848 ·10−5

, (9.33)

C4 = 0.316 , C5 = 1.1 , C6 = 0.764 , C7 =−0.121 , C8 = 0.443 , (9.34)

C9 =





3.766 ·10−2 for R ≤ 4.705 ·10−3

0.115 for 4.705 ·10−3 < R ≤ 3.849 ·10−2

0.0 for 3.849 ·10−2 < R ≤ 1.262 ·10−1

0.402 for R > 1.262 ·10−1

, (9.35)

where

K =
σρ f

G2L
, R =

ρg

ρ f

. (9.36)

The correlation has been derived from an experimental database with 12 879 data

points and is valid in the following range of parameters:

11.67 ≤ L/D ≤ 855 ,

6.22 ·10−4 ≤ R ≤ 0.35 ,

3.07 ·10−9 ≤ K ≤ 1.98 ·10−2 ,

0.1 ≤ p ≤ 20 MPa ,

38 ≤ G ≤ 34 200 kg m−2 s−1 .

In look-up tables, numerical values of the CHF are tabulated as a function of

specific numerical values that represent the operating conditions. They are essentially

normalized data banks for a vertical 8 mm water-cooled tube. The 2006 CHF look-

up table is based on a database containing more than 30 000 data points. The table

provides CHF values at 24 pressures, 20 mass fluxes, and 23 qualities, covering the

full range of conditions of practical interest [81].

9.5.2 SUBCHANNELS AND ROD BUNDLES

EPRI used the COBRA-IIIC subchannel code to develop a generalized CHF cor-

relation covering PWR and BWR operating conditions as well as postulated loss-

of-coolant accident conditions. In addition to the influence of local flow and heat

transfer conditions, the correlation includes the effects of cold walls, grid spacers,

and axial heat flux distribution. The developed correlation is as follows [184],

q′′R,cr =
C1Fa − xin

C2FcFgFnu +
[

x−xin

q′′R

] , (9.37)

where

C1 = P1 p
P2
R G

(P5+pRP7)
R , (9.38)

C2 = P3 p
P4
R G

(P6+pRP8)
R , (9.39)
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q′′R,cr = q′′cr/3.1544 and q′′R = q′′/3.1544, where q′′cr and q′′ are critical and local heat

fluxes (MW m−2), xin and x are the inlet and local qualities, GR = G/1356.23, where

G is the mass flux (kg m−2 s−1), pR is the reduced pressure (p/pcr), and P1 through

P8 are constants,

P1 = 0.5328, P2 = 0.1212, P3 = 1.6151, P4 = 1.4066,

P5 =−0.3040, P6 = 0.4843, P7 =−0.3285,P8 =−2.0749 .

The CHF limits in subchannels with unheated walls are found to be different from

CHF limits in internal subchannels, surrounded by four heated rods. This effect is

captured by correction factors Fa and Fc which are equal to 1 for internal subchan-

nels, and for subchannels with unheated wall, they are given by,

Fa = G0.1
R and Fc = 1.183G0.1

R .

The correlation was extended to encompass all varieties of spacer grids through the

incorporation of the following grid correction factor,

Fg = 1.3−0.3ξg ,

where ξg is the grid’s local loss coefficient.

The predictability of the correlation improved significantly when the upstream

effects were taken into account. As a measure of the non-uniformity of the axial heat

flux distribution, a parameter introduced by Bowring was used [22],

Y =
1

z

∫ z

0

q′′(z′)dz′

q′′(z)
, (9.40)

where z is the distance from the inlet. Bowring examined experimental data and

concluded that the upstream heat flux effect decreases as mass flux increases and

suggested a correction factor in terms of the axial heat flux parameter Y as,

Fnu = 1+
Y −1

1+GR

. (9.41)

The correlation covers a wide range of fluid conditions: the pressure from 1.38 to

16.9 MPa, the mass flux from 271 to 5560 kg m−2 s−1, the local quality from -

0.25 to 0.75. The correlation is based on 3607 CHF data points from 65 fuel assem-

blies (including 3×3, 4×4, and 5×5 bundles) simulating both PWR and BWR cores.

These test sections had uniform as well as non-uniform radial heat flux distributions,

and covered the following parameter ranges: inlet quality from −1.10 to 0.0, length

from 0.76 to 4.27 m, hydraulic diameter from 8.89·10−3 to 13.97·10−3 m, and rod

diameter from 9.65·10−3 to 16·10−3 m.

The accuracy of the correlation was determined by evaluating the following error

statistics:

the averaged ratio:

Rav =
1

N

N

∑
i=1

Ri , (9.42)
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the root-mean-square error:

eRMS =

[
1

N

N

∑
i=1

(Ri −1)2

]1/2

, (9.43)

the standard deviation:

S =

[
1

N

N

∑
i=1

(Ri −Rav)
2

]1/2

, (9.44)

where Ri is the ratio of predicted CHF to experimental CHF of the ith data point.

The following accuracy indicators were reported by the correlation developers: Rav =
0.995, eRMS = 7.20% and S = 7.20%.

9.6 PREDICTION OF CHF IN A BOILING CHANNEL

In a heated channel, the local thermal-hydraulic conditions change along its length

due to increasing enthalpy of the coolant and changing pressure due to friction and

local pressure losses. The coolant enthalpy can be determined at any cross-section

of the channel by solving the mass, momentum, and energy conservation equations,

and applying proper boundary conditions. In this section, we perform such analysis

for a tube with uniform heat flux distribution. Assuming steady-state conditions and

neglecting pressure drop along the tube, the energy balance for a tube with length L

and diameter D gives,

iex = iin +
4L

GD
q′′, (9.45)

where iex is the specific enthalpy at the exit from the tube, iin is the specific enthalpy

at the tube’s inlet, q′′ is the heat flux, and G is the coolant mass flux. We can express

this equation in terms of the thermodynamic equilibrium quality x ≡ (i− i f )/i f g as,

xex = xin +
4L

GDi f g

q′′. (9.46)

It should be noted that q′′ present in Eq. (9.45) is an average heat flux along the

tube length. Since we assumed a constant heat flux along the tube, the distinction

between the average and the local heat flux is not necessary.

With a non-uniform heat flux distribution and an arbitrary cross-section of the

channel, Eq. (9.45) becomes,

iex = iin +
PHL

GA
· 1

L

∫ L

0
q′′(z)dz = iin +

PHL

GA
〈q′′〉1, (9.47)

where PH and A are the heated perimeter and cross-section area of the channel, re-

spectively. Notation 〈〉1 is used to indicate one-dimensional averaging of the heat

flux. We can express this equation in terms of the thermodynamic equilibrium

quality as,

xex = xin +
4L

GDH i f g

〈q′′〉1, (9.48)



Boiling Crisis 269

where we introduced the heated diameter defined as,

DH ≡ 4A

PH

. (9.49)

We can note that for a non-uniform heat flux distribution and an arbitrary channel

cross-section, the energy balance equation can be expressed in the same form as for

the circular tube with the uniform heat flux distribution given by Eq. (9.46). However,

in the equation the tube diameter has to be replaced with the heated diameter and the

heat flux has to be averaged along the channel length up to the boiling crisis point.

A boiling crisis in channels is usually investigated in dedicated test sections,

where variation of several global parameters is possible. When the geometry of a

test section is fixed and a type of coolant is selected, the variable global parameters

are limited to G, p, xin, and q′′. The typical procedure to approach a boiling crisis

is to fix all above mentioned global parameters while increasing the heat flux until

the boiling crisis is registered. However, it should be remembered that in real reactor

core conditions there are multiple paths to boiling crisis. In addition to the most ob-

vious one, when the core thermal power (either globally or locally) increases, boiling

crises conditions can be achieved by reducing flow through a channel, changing inlet

subcooling to a channel or changing a system pressure. In a most complex situa-

tion, all these changes combined can lead to an onset of boiling crises. It was shown

experimentally that various paths to achieve boiling crises lead to the same critical

conditions [12].

Assuming a uniformly heated round tube with diameter D and length L as a test

section, we can expect that the onset of a boiling crisis is described with the following

relationship,

F(G, p,D,L,xin,q
′′
cr) = 0. (9.50)

This function merely indicates that there is a unique combination of these six param-

eters at any boiling crisis condition. Assuming fixed values of any five arguments of

the function F , the onset of boiling crisis will occur by continuously changing the

value of the remaining free parameter. As already mentioned, one could consider a

continuous change of any parameter, including the tube diameter and the length, but

for practical reasons, usually the influence of the remaining four parameters is inves-

tigated for a given geometry of a test section. We assume that the implicit formulation

given by Eq. (9.50) can be represented as follows,

q′′cr = Fq(G, p,D,L,xin), (9.51)

which has a clear physical interpretation: for a certain combination of arguments of

function Fq, a boiling crisis will occur when the heat flux reaches a value given by

the function Fq.

Since for uniformly heated tubes, the boiling crisis point is always located at the

tube outlet, we can write the following energy conservation equation,

icr = iin +
4L

DG
q′′cr, (9.52)
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where icr is a “critical” specific enthalpy and iin is a specific enthalpy at the channel

inlet. It is customary to express the energy equation in terms of the critical quality,

xcr ≡ (icr − i f )/i f g, rather than in terms of the critical enthalpy as follows,

xcr = xin +
4L

DGi f g

q′′cr. (9.53)

Combining Eqs. (9.51) and (9.53) gives the relationship in terms of the critical qual-

ity,

xcr = xin +
4L

DGi f g

Fq(G, p,D,L,xin)≡ Fx(G, p,D,L,xin). (9.54)

The two functions Fq and Fx, representing the critical heat flux (CHF) and the criti-

cal quality, respectively, have been extensively investigated both experimentally and

analytically. However, as revealed by Eq. (9.54), these functions are not indepen-

dent from each other for uniformly heated channels, and in particular, for uniformly

heated circular tubes.

To predict the DNBR, we need to divide the critical heat flux by the actual heat

flux at any location in a heated channel,

DNBR(z) =
q′′cr(G, p,x∗e(z),D, ...)

q′′a(z)
, (9.55)

where x∗e(z) is the thermodynamic equilibrium quality at location z and q′′a(z) is the

actual heat flux at that location. Strictly speaking, the remaining independent vari-

ables of the correlation for the critical heat flux are location-dependent as well, but

we assume that their variability is small and can be neglected.

A common misunderstanding about x∗e(z) is that this thermodynamic equilib-

rium quality can be found from the energy balance in the channel using the actual

heat flux value. This type of approach is known in the literature as the direct substi-

tution method (DSM) [80, 81]. However, such an approach is not correct, since the

correlation for the critical heat flux is always developed for “critical” values of the

parameters, including the critical local equilibrium quality. It means that x∗e(z) should

be found from the energy balance in the channel using the critical heat flux value.

This type of approach is known as the heat balance method (HBM). The applicability

of both methods to CHF prediction has been extensively discussed in [30, 111, 218].

Using HBM, we have,

x∗e(z) = xin +
4z

DGi f g

q′′cr. (9.56)

It should be noted that iterations are needed to satisfy Eqs. (9.55) and (9.56).

Figure 9.6 shows a comparison of the critical heat flux predictions, obtained

through various methods, with the experimental data derived from uniformly heated

tubes.

The figure shows that application of the direct substitution method can lead to

significant discrepancies between predictions and measurements. To elucidate the

reason for these discrepancies, it is instructive to use the relationship between the
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(a) (b)

Figure 9.6 Critical heat flux q′′cr as a function of the length L in a round tube with

inner diameter D = 8 mm, inlet subcooling xin =−0.035, cooled with water at pres-

sure (a) p = 1 MPa and (b) 7 MPa . Measured data from [208] and predictions based

on the Levitan-Lantsman correlation [144] and look-up tables 2006 using the direct

substitution method (DSM) and the heat balance method (HBM) [81].

(a) (b)

Figure 9.7 Critical heat flux, q′′cr, as a function of the critical quality, xcr, measured

in uniformly heated tubes with diameter D = 8 mm, variable length, L, with the inlet

subcooling xin = −0.035 and cooled with water at pressure (a) p = 1 MPa and (b)

7 MPa. Measured data from [208].

critical heat flux and the critical quality for various pipe lengths, as shown in Fig. 9.7.

As can be seen, the relationship q′′cr(xcr) is a multi-valued function making a critical

heat flux correlations of this form questionable. At the same time it can be seen that

the relationship xcr(q
′′
cr) is a single-valued function and thus it is a proper form for

the critical heat flux correlation.
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To predict the CPR, we need to find a ratio of the critical power in a channel to

the actual power of the channel,

CPR =
qcr

qa

=
q′′crPHL

q′′aPHL
=

q′′cr

q′′a
=

xcr − xin

xex − xin

, (9.57)

where xex is the thermodynamic equilibrium quality at the channel outlet with the

actual heat flux applied. In this relationship the critical quality, xcr, should be calcu-

lated in terms of other critical parameters. In particular, if xcr depends on the boiling

length, the boiling length should be found for the value of the critical heat flux. Again

iterations are needed to find the value of CPR, since the critical power is not known.

PROBLEMS

PROBLEM 9.1

Find the dryout power (W) in a uniformly heated tube with 10 mm inner diam-

eter. The tube is cooled with water at 6.9 MPa pressure, inlet subcooling 10 K,

and mass flux 1250 kg m−2 s−1. Neglect the pressure drop in the tube.

PROBLEM 9.2

Use the Levitan and Lantsman correlation for dryout in a 8 mm tube with the

length L equal to 5 m. Apply the operating conditions as specified in Fig. 9.7(a).

Compare your result with the values presented in the figure.
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10 Thermal Performance of
Fuel Elements

The analysis of the thermal performance of fuel elements is an integral part of nu-

clear reactors design. Such analysis provides distributions of temperature in a reactor

core at normal and accidental conditions. In the first step, nominal temperature dis-

tributions are found. In simple geometries, such as plates, cylinders, and spheres,

exact solutions of the heat conduction partial differential equation can be found. In

more complex geometries the heat conduction equation can be solved numerically.

However, such solutions do not account for such effects as uncertainties in theoret-

ical analysis, fuel manufacturing tolerances, experimental errors on data used in the

design, and uncertainties on adopted physical properties and correlations. These un-

certainties are commonly expressed as dimensionless factors referred to as the hot

channel or hot spot factors. The factors are greater than unity and, in the second step

of analysis, the product of each of these factors by the corresponding nominal value

of the temperature is used in the safety analysis. In this chapter we discuss the nomi-

nal solutions for temperature distributions in fuel elements. The methods to take into

account the uncertainties are presented in chapter §11.

10.1 GOVERNING EQUATIONS

Temperature distributions in fuel elements can be obtained from solutions of the heat

conduction partial differential equation (see §4.8.1) together with case-dependent

initial and boundary conditions. The considered set of equations to be solved is as

follows,

ρcp

∂T (r, t)

∂ t
= ∇ [λ∇T (r, t)]+q′′′(r, t), (10.1)

where T is the temperature, r is the position vector, t is time, ρ is the density, cp is

the specific heat capacity, λ is the thermal conductivity, and q′′′ is the heat source

rate per unit volume. In general, the physical properties ρ , cp, and λ depend on the

position vector, temperature, and time. However, the time and space dependencies

are rather weak and are usually neglected. For some materials, for example UO2, the

temperature influence on the physical properties is strong and has to be taken into

account.

If we consider temperature distribution in an arbitrary volume V with a boundary

S, the following initial condition in V is needed,

T (r,0) = T0(r) for r ∈V, (10.2)

where T0(r) is a given function describing the initial temperature distribution in V .
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In general four different conditions can be considered on the boundary surface

S. For a boundary condition of the first kind, also known as the Dirichlet boundary

condition, the temperature distribution is known on S1 ∈ S and is given as follows,

T (r, t) |r∈S1
= T1(r1, t) for r1 ∈ S1. (10.3)

Here T1(r1, t) is a given function describing the temperature distribution on boundary

surface S1.

When heat flux is known at boundary S2 ∈ S, the boundary condition of the sec-

ond kind, also known as the Neumann boundary condition, is specified as follows,

−λ∇T (r, t) |r∈S2
·n2 = q′′(r2, t) for r2 ∈ S2. (10.4)

Here n2 is a unit vector normal to surface S2 pointing outward from the volume V

and q′′(r2, t) is the known function representing heat flux distribution on surface S2.

This function is defined as positive when the heat flows out from the volume V .

For a body surface S3 surrounded by a fluid with known far-field temperature T∞,

it is convenient to specify a boundary condition of the third kind, also referred to as

the Robin boundary condition, given as,

−λ∇T (r, t) |r∈S3
·n3 = h(r3, t) [T (r3, t)−T∞] for r3 ∈ S3. (10.5)

Here h is the heat transfer coefficient that in general depends on the location vector

r3 and time, and n3 is a unit vector normal to surface S3 pointing out from the volume

V . It should be noted that the far-field fluid temperature T∞ is considered to be given

and in general, varies both with the location vector and time.

Ideal direct contact boundary conditions describe the equality of temperatures

and heat fluxes at surface S4 that is common for two heat-conducting bodies A and

B. The conditions are given as,

TA(r4, t) = TB(r4, t) and λA∇TA(r4, t) ·nA =−λB∇TB(r4, t) ·nB. (10.6)

It should be noted that unit vectors nA and nB are normal to surface S4 and are

pointing outward from bodies A and B, respectively. Thus, they satisfy the following

condition at any location r4 ∈ S4: nA =−nB.

In reality there is a heat transfer resistance at the contact surface due to non-

perfect alignment of the two bodies. As a result, the temperatures of bodies A and B

are not equal at the contact surface S4 and satisfy the following relationship,

TA −TB = RABq′′AB =
q′′AB

HAB

. (10.7)

Here q′′AB is the heat flux normal to surface S4, directed from body A to body B, RAB

(m2 K W−1) is the thermal insulance, and HAB ≡ 1/RAB (W m−2 K−1) is the thermal

conductance of the contact surface.

For steady-state conditions, the conductivity equation is as follows,

∇(λ∇T ) =−q′′′, (10.8)

where, for simplicity, we dropped notation to show the dependence of temperature on

the spatial coordinates. This differential equation still requires boundary conditions

to be solved.
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10.2 CYLINDRICAL FUEL ELEMENTS

Cylindrical fuel elements, or fuel rods, are most common in nuclear power reactors.

Their general structure is presented in §2.3. The temperature distribution in fuel rods

is most conveniently considered in a cylindrical coordinate system, in which, the heat

conduction equation takes the following form,

ρcp

∂T

∂ t
=

1

r

∂

∂ r

(
λ r

∂T

∂ r

)
+

1

r2

∂

∂θ

(
λ

∂T

∂θ

)
+

∂

∂ z

(
λ

∂T

∂ z

)
+q

′′′
, (10.9)

where (r,θ ,z) are coordinates in the radial, circumferential, and axial direction, re-

spectively.

10.2.1 STEADY­STATE HEAT TRANSFER

When the heat source term in Eq. (10.9) and the boundary conditions are not chang-

ing with time, a steady-state heat transfer problem can be considered and the partial

time derivative in Eq. (10.9) can be dropped. In this section we will consider several

special cases of the heat conduction equation making additional simplifying assump-

tions.

One­Dimensional Approximation

We will first consider steady-state heat conduction in an infinite cylindrical fuel ele-

ment with outer radius RFo, constant heat source rate per unit volume q′′′F , and con-

stant thermal conductivity λF . We assume that the temperature of the fuel element at

the outer cylindrical surface is everywhere constant and equal to TFo. For such con-

ditions, one-dimensional axisymmetric temperature distribution will exist, providing

a symmetry condition at r = 0. Thus, the following set of equations can be written,

1

r

d

dr

(
r

dTF

dr

)
=−q′′′F

λF

, (10.10)

dTF

dr

∣∣∣∣
r=0

= 0, (10.11)

TF(r)|r=RFo
= TFo. (10.12)

Double integration of Eq. (10.10) yields,

TF(r) =−q′′′F r2

4λF

+C1 lnr+C2, (10.13)

where C1 and C2 are constants of integration that can be determined from boundary

conditions. The solution symmetry condition at r = 0 requires that C1 = 0, whereas

the given temperature at the cylinder surface gives,

C2 = TFo +
q′′′F R2

Fo

4λF

. (10.14)
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Substituting constants C1 and C2 into Eq. (10.13) yields,

TF(r) =
q′′′F R2

Fo

4λF

[
1−
(

r

RFo

)2
]
+TFo. (10.15)

We can now find the maximum temperature in the fuel element substituting r = 0

into the solution:

TF(0)≡ TFc =
q′′′F R2

Fo

4λF

+TFo. (10.16)

The temperature rise in the cylindrical fuel element, ∆TF , is thus given as,

∆TF ≡ TFc −TFo =
q′′′F R2

Fo

4λF

. (10.17)

We will now consider a similar case, assuming a hollow cylindrical fuel element

with inner radius RFi and outer radius RFo. The governing differential equation and

the boundary condition at the outer surface remains the same as in the case with

solid fuel element, however, the boundary condition at the inner surface becomes as

follows,
dTF

dr

∣∣∣∣
r=RFi

= 0. (10.18)

This condition requires that there is no net heat transfer between the fuel element’s

inner surface and the central empty space. The constants of integration are now as

follows,

C1 =
q′′′F R2

Fi

2λF

, (10.19)

C2 =
q′′′F R2

Fo

4λF

− q′′′F R2
Fi

2λF

lnRFo +TFo. (10.20)

Thus, the temperature distribution in the hollow cylindrical fuel element is as follows,

TF(r) =
q′′′F R2

Fo

4λF

[
1−
(

r

RFo

)2

−2

(
RFi

RFo

)2

ln

(
r

RFo

)]
+TFo. (10.21)

The corresponding temperature rise is found as,

∆TF =
q′′′F R2

Fo

4λF

[
1−
(

RFi

RFo

)2

−2

(
RFi

RFo

)2

ln

(
RFi

RFo

)]
. (10.22)

Comparing Eqs. (10.17) and (10.22) it can be seen that, keeping all other parameters

equal, the temperature rise in the hollow fuel element is less than the corresponding

temperature rise in the solid fuel element. Thus introduction of hollow fuel elements

is an effective means of reducing the maximum fuel temperature.
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Instead of expressing the fuel temperature rise in terms of the heat source rate

per unit volume, it is frequently preferred to introduce linear fuel power q′F . Taking

a cylindrical fuel element with length ∆z, a steady-state energy balance gives,

q′F ∆z = q′′′F πR2
Fo∆z. (10.23)

Thus

q′′′F =
q′F

πR2
Fo

. (10.24)

For hollow fuel element, the following expression is obtained,

q′′′F =
q′F

π
(
R2

Fo −R2
Fi

) . (10.25)

Thus, in terms of a linear power, the temperature rise in the solid and hollow fuel

element are given as, respectively,

∆TF =
q′F

4πλF

, (10.26)

∆TF =
q′F R2

Fo

4πλF

(
R2

Fo −R2
Fi

)
[

1−
(

RFi

RFo

)2

−2

(
RFi

RFo

)2

ln

(
RFi

RFo

)]
. (10.27)

We can note that the fuel temperature rise for the solid cylindrical fuel element de-

pends only on the linear power density and the thermal conductivity. In the case of

the hollow fuel element, the additional parameter on which the fuel temperature rise

depends is the ratio of the inner radius to the outer radius of the fuel element.

Fuel rods of nuclear reactors have a cylindrical composite structure, with the

central part containing fissile material, surrounded by a cladding tube. The fissile

material and the inner surface of the cladding tube are separated from each other

with a gas gap. Thus a fuel rod can be considered as a cylinder with concentric

layers having different physical properties.

The heat transfer in a gas gap is very complex due to gas motion and the pres-

ence of various heat transfer modes, including natural convection, conduction, and

radiation heat transfer. The heat transfer capability of the gas gap is thus frequently

expressed in terms of gas conductance, which combines many effects including the

gas thermal conductivity and the gas gap thickness. For the purpose of the present

analysis, we assume that gas gap can be treated as a solid cylinder with known in-

ner and outer radius equal to RGi and RGo, respectively, and with a known thermal

conductivity λG. With these assumptions, the temperature distribution in an infinite

cylindrical gas gap is described with the following equation,

1

r

d

dr

(
rλG

dTG

dr

)
= 0. (10.28)

After integration we get,

TG(r) =C1 lnr+C2. (10.29)
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We now apply ideal boundary conditions of the fourth kind at r = RGi = RFo as

follows,

TG(r)|r=RGi
= TF(r)|r=RFo

, λG

dTG(r)

dr

∣∣∣∣
r=RGi

= λF

dTF(r)

dr

∣∣∣∣
r=RFo

. (10.30)

Substituting the solutions given by Eqs. (10.13) and (10.29) into the boundary con-

ditions, the integration constants C1 and C2 can be determined and the temperature

distribution in the gas gap is obtained as,

TG(r) =−q′′′F R2
Fo

2λG

ln

(
r

RFo

)
+TFo for RFo ≤ r ≤ RGo. (10.31)

The temperature rise in the gas gap is obtained as,

∆TG ≡ TFo −TGo =
q′′′F R2

Fo

2λG

ln

(
RGo

RFo

)
. (10.32)

In a similar manner we obtain the temperature distribution in the cladding tube,

TC(r), as follows,

TC(r) =−q′′′F R2
Fo

2λC

ln

(
r

RGo

)
+TGo for RGo ≤ r ≤ RCo, (10.33)

where RCo is the cladding tube outer radius. The corresponding temperature rise in

the cladding tube is obtained as,

∆TC ≡ TGo −TCo =
q′′′F R2

Fo

2λC

ln

(
RCo

RGo

)
. (10.34)

The total temperature rise in the fuel rod, ∆TR, can be found as,

∆TR ≡ TFc −TCo =
q′′′F R2

Fo

4λF

[
1+

2λF

λG

ln

(
RGo

RFo

)
+

2λF

λC

ln

(
RCo

RGo

)]
. (10.35)

In terms of the linear power, the total temperature rise in the rod is as follows,

∆TR =
q′F

4πλF

[
1+

2λF

λG

ln

(
RGo

RFo

)
+

2λF

λC

ln

(
RCo

RGo

)]
. (10.36)

The derived expression for the temperature rise in a composite fuel rod is valid for

steady state heat transfer in an infinite rod with uniform radial and axial power dis-

tribution. For such conditions the temperature varies only in the radial direction and

heat is conducted radially from fuel through the gas gap and the cladding tube.

Two­Dimensional Temperature Distributions

Fuel rods have non-uniform temperature distributions in both radial and axial di-

rections. The radial temperature distribution is mainly governed by heat conduction
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from the fuel pellet region, through the gas gap and cladding tube, to the coolant.

Also fission power density in a fuel rod cross-section has non-uniform distribution

due to various effects, such as the non-uniform neutron flux distribution and non-

uniform distribution of fissile material in the pellet. In the axial direction, fuel rods

span the whole height of the core and thus the axial power distributions in fuel rods

correspond to the axial power distribution in the entire core.

Using a one-group diffusion equation, the axial neutron flux, and thus the axial

linear power density has a cosine distribution as follows,

q′F(z) = q′F0 cos

(
πz

Ĥ

)
, (10.37)

where Ĥ = H +2d is the extrapolated core height, H is the physical core height, and

d is the extrapolation length for the core. Here q′F(z) is a linear power density at the

axial coordinate z and q′F0 ≡ q′F(0) is the linear power density at z = 0.

We will now consider a cooling channel attached to the fuel rod with an inlet at

z = −H/2 and an outlet at z = H/2. A steady state energy balance for the cooling

channel segment from the inlet to an axial location z gives,

W (ib(z)− iin) =
∫ z

−H/2
q′F(z

′)dz′, (10.38)

where W (kg s−1) is the coolant mass flow rate, ib(z) is the bulk specific enthalpy of

coolant at axial location z, and iin is the coolant specific enthalpy at the channel inlet.

After integration, we obtain the following expression for the bulk specific enthalpy

in the channel,

ib(z) =
q′F0

W

Ĥ

π

[
sin

(
πz

Ĥ

)
+ sin

(
πH

2Ĥ

)]
+ iin. (10.39)

Introducing an equivalent specific heat capacity of coolant defined as,

c̄p(z)≡
ib(z)− iin

Tb(z)−Tin

, (10.40)

the coolant bulk temperature at axial location z in the channel is given as,

Tb(z) =
q′F0

Wc̄p(z)

Ĥ

π

[
sin

(
πz

Ĥ

)
+ sin

(
πH

2Ĥ

)]
+Tin, (10.41)

where Tin is the coolant temperature at the inlet. The equivalent specific heat capacity

is a function of the axial distance, however, to simplify further analysis, we will

assume that its value is constant in the entire channel: c̄p(z) = c̄p = const.

Using the Newton equation of cooling, the temperature of the cladding outer

surface at location z can be found as,

TCo(z) = Tb(z)+
q′′Co(z)

h
, (10.42)
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where q′′Co(z) = q′F(z)/(2πRCo) is the heat flux at the outer surface of the cladding

tube and h is the heat transfer coefficient. Combining Eqs. (10.41) and (10.42) yields,

TCo(z) =
q′F0

Wc̄p(z)

Ĥ

π

[
sin

(
πz

Ĥ

)
+ sin

(
πH

2Ĥ

)]
+

q′F0

2πRCoh
cos

(
πz

Ĥ

)
+Tin. (10.43)

We note that this equation has the following general form,

TCo(z) = A+Bsin

(
πz

Ĥ

)
+CCo cos

(
πz

Ĥ

)
, (10.44)

where constants A, B, and CCo are defined as,

B =
q′F0

Wc̄p(z)

Ĥ

π
, A = Bsin

(
πH

2Ĥ

)
+Tin, CCo =

q′F0

2πRCoh
. (10.45)

To find the maximum temperature of the cladding outer surface, we take the first

derivative of the function given by Eq. (10.44) and set it to zero:

dTCo(z)

dz
= Bcos

(
πz

Ĥ

)
−CCo sin

(
πz

Ĥ

)
= 0. (10.46)

Thus the maximum temperature of the cladding outer surface is located at

zCo,max =
Ĥ

π
arctan

(
B

CCo

)
. (10.47)

Substituting this value into Eq. (10.44), the maximum temperature of the cladding

outer surface is obtained as,

TCo,max = A+
√

B2 +C2
Co . (10.48)

Similarly, the cladding inner surface temperature can be obtained as,

TCi(z) = TCo(z)+∆TC = A+Bsin

(
πz

Ĥ

)
+CCi cos

(
πz

Ĥ

)
, (10.49)

where ∆TC is given by Eq. (10.34) and,

CCi =
q′F0

2π

[
1

λC

ln

(
RCo

RCi

)
+

1

RCoh

]
. (10.50)

Thus, in analogy with the previous derivation, the location and the value of the max-

imum temperature of the cladding inner surface is found as, respectively,

zCi,max =
Ĥ

π
arctan

(
B

CCi

)
, (10.51)

TCi,max = A+
√

B2 +C2
Ci . (10.52)
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The maximum fuel temperature is found at the rod centerline at the axial location

given as,

zFc,max =
Ĥ

π
arctan

(
B

CFc

)
, (10.53)

where,

CFc =
q′F0

2π

[
1

2λF

+
1

λG

ln

(
RGo

RGi

)
+

1

λC

ln

(
RCo

RCi

)
+

1

RCoh

]
, (10.54)

and the corresponding maximum fuel temperature is given by,

TFc,max = A+
√

B2 +C2
Fc . (10.55)

Variable Thermal Conductivity of Fuel

As shown in §3.2, the thermal conductivity of fuel is a strong function of temperature.

This variability has to be taken into account once predicting temperature distribution

in fuel pellets. For steady-state heat conduction in an infinite cylinder, the governing

equation is as follows,

1

r

d

dr

(
rλF

dTF

dr

)
=−q′′′F =− q′F

πR2
Fo

, (10.56)

with the following boundary conditions:

dTF

dr

∣∣∣∣
r=0

= 0, (10.57)

TF(r)|r=RFo
= TFo. (10.58)

Single integration of Eq. (10.56) yields,

rλF

dTF

dr
+

q′F
πR2

Fo

r2

2
=C, (10.59)

where C is the integration constant. This constant has to be zero, as can be seen from

the symmetry boundary condition at r = 0. Thus, the differential equation becomes,

λF dTF =− q′F
2πR2

Fo

rdr. (10.60)

Integration of both sides of the equation from r = 0 to r = RFo yields,

∫ TFo

TFc

λF dTF =− q′F
4π

. (10.61)

The equation can be written in the following form,

q′F = 4π

∫ TFc

TFo

λF dTF . (10.62)



284 Thermal Safety Margins in Nuclear Reactors

We obtained an important equation that relates the linear heat generation rate with

an integral of the thermal conductivity in the temperature range from the pellet outer

surface to its center. This integral is a special case of the conductivity integral defined

as,

IC(T ) =
∫ T

Tre f

λ (τ)dτ, (10.63)

where Tre f is a reference temperature and λ is a temperature-dependent thermal con-

ductivity. Using the conductivity integral, Eq. (10.62) can be expressed as,

q′F = 4π

(∫ Tre f

TFo

λF dTF +
∫ TFc

Tre f

λF dTF

)
= 4π [IC(TFc)− IC(TFo)] . (10.64)

Thus, for known q′F and TFo, we can find the conductivity integral for the fuel tem-

perature at the centerline,

IC(TFc) = IC(TFo)+
q′F
4π

. (10.65)

Knowing the value of the conductivity integral at the centerline, the fuel temperature

at that location can be found from its inverse function as TFc = I−1
C .

Fuel Restructuring

In the previous section we assumed that the composition of the fuel and the geometry

of the fuel rod do not change. In reality high-temperature irradiation of the uranium-

dioxide or MOX fuels results in local restructuring of the fuel. When the fuel tem-

perature in the central zones exceeds 1623–1673 K, an equiaxed-grain structure is

formed. For higher temperatures, around 1873–1973 K, restructuring into columnar

grain forms is taking place. These processes are accompanied with increase of local

fuel density and creation of the void in the center of the pellet.

Extensive fuel restructuring have been first observed in fuel rods after irradiation

in Fast Breeder Reactors (FBRs). During commercial operation of Light Water Reac-

tors (LWRs) the high-temperature fuel restructuring is considered to occur less likely

thanks to a relatively low linear heat generation rate (LHGR), which is limited by

a maximum permitted power, usually referred to as thermo-mechanical operational

limit (TMOL). However, intensive power ramps in LWR fuel rods were shown to

result in a discernible high-temperature restructuring and central void formation.

We will consider a radial fuel pellet restructuring which results in creation of the

following cylindrical regions:

1. Cylindrical central-void region (region 0) with outer radius R0.

2. Annular columnar-grain region (region 1) with radius in a range from R0 to

R1.

3. Annular equiaxed-grain region (region 2) with radius in a range from R1 to R2.

4. Annular as-fabricated region (region 3) with radius in a range from R2 to RFo.
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Due to the fuel density change in regions 1 and 2, the fission power density in these

regions changes as well. We first note that the fuel restructuring is not affecting the

linear heat generation rate q′F , since the fissile material moves only radially. It is also

reasonable to assume that the power density in regions 1 and 2 changes proportion-

ally to the density changes. Thus, we have,

q′′′1 = q′′′F

ρ1

ρF

, q′′′2 = q′′′F

ρ2

ρF

, q′′′3 = q′′′F , (10.66)

where q′′′i and ρi are the power density and fuel mass density in region i, respectively,

and q′′′F and ρF are the power density and the fuel mass density in the as-fabricated

fuel, respectively.

From fuel mass conservation in a cross section we have,

ρ1

(
R2

1 −R2
0

)
+ρ2

(
R2

2 −R2
1

)
= ρF R2

2. (10.67)

From this equation we can determine the central void radius in terms of known den-

sities and sizes of regions 1 and 2:

R0 =

√
ρ1 −ρ2

ρ1
R2

1 +
ρ2 −ρF

ρ1
R2

2 . (10.68)

With known fission power density in each region, we solve the heat conductivity

equation and the following expressions for the conductivity integrals are found,

∫ T2

TFo

λF3dT =
q′F
4π

[
1−
(

R2

RFo

)2
]
, (10.69)

∫ T1

T2

λF2dT =
q′F
4π

ρ2

ρ3

(
R2

RFo

)2
[

1−
(

R1

R2

)2

−2

(
1− ρ3

ρ2

)
ln

(
R2

R1

)]
, (10.70)

∫ T0

T1

λF1dT =
q′F
4π

ρ1

ρ3

(
R1

RFo

)2
[

1−
(

R0

R1

)2

−2

(
R0

R1

)2

ln

(
R1

R0

)]
. (10.71)

Here T0, T1, and T2 are temperatures at R0, R1, and R2, respectively, and λF1, λF2,

and λF3 are thermal conductivities in regions 1–3.

Variable Cladding Thermal Conductivity

For cladding tube materials, such as Zircaloy 2 and Zircaloy 4, the thermal conduc-

tivity can be assumed to be a linear function of temperature:

λC = a+bTC, (10.72)

where a and b are constants. The heat conductivity equation in the cladding with

temperature-dependent thermal conductivity is as follows,

1

r

d

dr

(
rλC

dTC

dr

)
= 0, (10.73)
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with the following boundary condition:

−λC

dTC

dr

∣∣∣∣
r=RCo

= q′′Co =
q′F

2πRCo

, (10.74)

Single integration of Eq. (10.73) yields,

rλC

dTC

dr
=C, (10.75)

and application of the boundary condition yields,

rλC

dTC

dr
+

q′F
2π

= 0. (10.76)

After integration from RCi to RCo we get the following equation for temperature TCi,

a(TCo −TCi)+
b

2

(
T 2

Co −T 2
Ci

)
+

q′F
2π

ln

(
RCo

RCi

)
= 0. (10.77)

Solution of this second-order algebraic equation gives,

TCi =
1

b

[√
(a+bTCo)2 +

bq′F
π

ln

(
RCo

RCi

)
−a

]
. (10.78)

Pellet­Cladding Gap Behavior

Fresh fuel rods contain pellets separated from cladding tube with a small gap. Dur-

ing fabrication, the gap is filled with pressurized helium gas.1 Helium is inert and

has a relatively high thermal conductivity so that the temperature rise across the gap

is minimized during fuel initial operation. During irradiation in the core, small quan-

tities of gaseous fission products such as krypton and xenon are released and mixed

with the helium gas in the gap. Since these gases have fairly low thermal conduc-

tivity, the resulting mixture thermal conductivity becomes lower as well. In addition

to the gas composition change, the gas gap undergoes several other transformations

during reactor operation. The main additional parameters that affect thermal prop-

erties of the gap include gas pressure, temperature, and average distance between

fuel and cladding surfaces. A variation of all these parameters during fuel irradiation

have to be followed in order to properly predict the temperature distribution across

the gap and in the whole fuel rod.

Gap thermal conductance (frequently referred to as gap conductance) normally

is defined as,2

HG ≡ q′′Gi

∆TG

, (10.79)

1The initial rod internal pressure ranges from 0.3 to 3.45 MPa for light water reactors and increases

with irradiation.
2This definition is not always followed, however. For example, in [139] the heat flux at outer gap

surface is used, whereas in [219] a mean-in-gap heat flux is adopted.
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where q′′Gi is a heat flux at the gap inner surface and ∆TG is the temperature rise across

the gas gap. Since several heat transfer mechanisms co-exist in the gap, the gap

conductance is calculated as a superposition of these mechanisms as follows [222],

HG = Hg +Hs +Hr. (10.80)

Here Hg, Hs, and Hr are contributions due to fill gas conductance, solid contact con-

ductance, and direct thermal radiation, respectively.

The fill gas conductance depends on the heat transfer kinetics between gas

molecules, which depends on the value of the Knudsen number defined as,

Kn =
L

D
, (10.81)

where L is a molecular mean free path and D is a characteristic distance. Four

heat transfer regimes are usually considered: continuum, slip, transition, and free-

molecular.

In the continuum flow regime (Kn< 10−3) we assume that the Fourier law of

conductivity is valid and the fill gas conductance can be derived from Eq. (10.32) as

follows,

Hg =
λg

RGi ln
(

RGo
RGi

) , (10.82)

where λg is the fill gas thermal conductivity.

In the slip flow regime, when the distance between cladding and fuel surfaces is

decreasing, the energy transfer between gas molecules and the surfaces is affected.

The concept of the temperature jump distance has been developed to account for

a temperature discontinuity at the surfaces. The models for the temperature jump

distance can be summarized in the following generalized form [75],

g =
Cλg

√
Tg

pg

F(a, f ,M), (10.83)

where g (m) is the temperature jump distance, C is a constant, λg (W m−1 K−1)

is thermal conductivity of the gas mixture, pg (Pa) is gas pressure, Tg (K) is mean

gas temperature, and F is a function of thermal accommodation coefficient a, mole

fraction f , and molecular weight of gas species M (kg mol−1).

Taking into account the temperature discontinuities at gas-solid surfaces, the fill

gas conductance in the slip flow regime is given as,

Hg =
λg

RGi

[
ln
(

RGo
RGi

)
+ gGi

RGi
+ gGo

RGo

] , (10.84)

where gGi is the temperature jump distance for the fuel-gap surface and gGo is the

temperature jump distance for the gap-cladding surface.

In the transition flow regime, when the mean free path length of a molecule is of

the same order as the distance between surfaces, a coupling will exist between the
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incident and reflected energy of the molecule between surfaces. Under such condi-

tions, both the spatially distributed molecular structure, as well as the kinetic energy

exchange between solid surface atoms and molecules will determine the gas conduc-

tance between the solid surfaces.

In the free-molecular flow regime (Kn≫ 1), inter-molecular collisions are negli-

gible and the fill gas conductance is given as,

Hg = HFM = (TGi −TGo)
1+κ

2

cv p

(2πRuT )1/2

aGiaGo

aGo +aGi(1−aGo)RGi/RGo

, (10.85)

where cv is the gas specific heat at constant volume, κ = cp/cv is the specific heat

ratio, cp is the gas specific heat at constant pressure, aGi and aGo are thermal accom-

modation coefficients for the gap inner and outer surface, respectively, and p and T

are pressure and temperature of a Maxwellian gas having the same density as the gas

in the gap [121].

The solid contact conductance is an additional heat transfer term resulting from

partial or complete contact between the fuel and cladding. Taking into account the ef-

fect of surface roughness on the contact area, the following expression for the contact

conductance was proposed [189],

Hs =
λm

a0R1/2

pc

H
, (10.86)

where H (Pa) is the Mayer hardness of softer solid, pc (Pa) is the contact pressure

between solids, and a0 = 0.05 m−1/2 is a constant derived from experimental data

obtained for the contact pressure in a range from 4.9 to 53.9 MPa. The parameter R

takes into account the arithmetic mean roughness of the fuel outer surface Ra,Fo and

the cladding inner surface Ra,Ci, and is defined as,

R =

(
R2

a,Fo +R2
a,Ci

2

)1/2

. (10.87)

The harmonic mean of the thermal conductivities λF and λC of the contacting sur-

faces of fuel and cladding is found as,

λm =
2λF λC

λF +λC

. (10.88)

The radiation component of the gap conductance can be found by considering the

heat transfer due to thermal radiation between two concentric cylinders. Assuming

that fuel and cladding surfaces behave like gray bodies with emissivities eFo and eCi,

respectively, the gap radiation conductance becomes,

Hs =
σSB(T

2
Fo +T 2

Ci)(TFo +TCi)

1
eFo

+
(

1
eCi

−1
)

RFo
RCi

, (10.89)

where σSB is the Stefan-Boltzmann constant (5.67 ·10−8 W m−2 K−4).
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Crud and Oxidation Layers

During operation, nuclear fuel rods are immersed in the primary water, causing wa-

terside corrosion of the cladding and crud3 buildup on its surface. The corrosion

reaction of zirconium metal in water is written as,

Zr+2H2O −→ ZrO2 +H2. (10.90)

The terms on the right-hand side of the equation are the products of the reaction:

the formation of an oxide layer and the generation of hydrogen, some of which gets

picked up by the metal. After oxide layer formation, direct contact between the water

and the metal no longer exists, thereby preventing the corrosion reaction from occur-

ring directly. Thus, the zirconium oxide layer is mostly protective. As a result, the

corrosion rate is a nonlinear function of time well described by an empirical law of

the form,

w = Atn, (10.91)

where w is the weight gained in mass per unit area, t is the exposure time, and A

and n are constants derived from experimental data. The value of n in particular is

characteristic of each zirconium alloy [167].

Crud is a form of fouling in LWRs caused by the deposition of iron and nickel

particles as a result of corrosion in the primary system. For PWRs, the primary issues

caused by crud deposition are crud-induced localized corrosion and crud-induced

power shifts, also known as the axial offset anomaly, caused by boron buildup in

crud. Since crud tends to grow on upper spans of PWR fuel rods, where nucleate

subcooled boiling usually occurs, a downward axial shift in the power distribution

takes place.

Crud thermal conductivity changes with its composition and temperature. Since

it is a porous material with complex morphology, the effective thermal conductivity

is calculated based on known thermal conductivities of the solid components (mainly

Ni, NiO, Fe3O4, and ZrO2) and water [201].

The oxide and crud layers create additional sources of temperature rise across

nuclear fuel elements. Assuming for simplicity a constant thermal conductivity in

both layers, the temperature distribution can be found as,

TOX (r) =−q′′′F R2
Fo

2λOX

ln

(
r

ROXo

)
+TCo for RCo ≤ r ≤ ROXo, (10.92)

TCR(r) =−q′′′F R2
Fo

2λCR

ln

(
r

RCRo

)
+TOXo for ROXo ≤ r ≤ RCRo. (10.93)

Here TOX (r) and TCR(r) are the temperature distributions in the oxide and crud layers,

respectively.

3Phenomenon known as Chalk River Unidentified Deposit, after the location of its discovery, but

recently also an acronym for the Corrosion-Related Unidentified Deposit.
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PROBLEMS

PROBLEM 10.1

Calculate temperature rises in the fuel pellet, the gas gap, the cladding, and

the thermal boundary layer using the following data: dFo = 8.25 mm, dGo =
8.43 mm, dCo = 9.7 mm; average thermal conductivity for cladding 11 W/(m K),

for gas gap 0.6 W/(m K), for fuel 2.5 W/(m K); heat transfer coefficient

45 kW/(m2K), and linear power density 41 kW/m.

PROBLEM 10.2

For the conditions as in Example 10.1, calculate the maximum allowed linear

power density for the fuel not to exceed 3073 K temperature.

PROBLEM 10.3

Knowing the pellet surface temperature equal to 1100 K and the fuel melting

temperature equal to 2900 K, calculate the maximum allowed linear power be-

fore the fuel starts melting. Assume MOX fuel (80%U+20%Pu) with 95% theo-

retical density and O/M = 2.0.



11 Uncertainty Treatment

Uncertainties result from imperfect or unknown information. In nuclear reactor ap-

plications, uncertainties are present both in measurements and calculations of reactor

parameters. Variability in the results of repeated measurements arises because vari-

ables that can affect the measurement result are impossible to hold constant. In cal-

culations, uncertainties result from unknown exact values of input parameters used in

the calculations and also can result from imperfections in the computational models

and procedures.

The true value of any physical parameter cannot be absolutely determined. Thus

in analyses the true values are replaced with certain reference values that are different

from the true values. The difference between the true value and the reference value

is called an error. In experiments, error is a difference between a measurement and

the true value of the quantity being measured. Clearly, since the true values are not

known, the errors are not known either. However, the errors can be controlled and

characterized.

The total error usually results from a combination of systematic and random

errors. The systematic error tends to shift all measurements in a systematic way so

that the mean value is displaced or varies in a predictable way. Systematic errors in

experiments can be corrected by proper instrument calibration. On the contrary, the

random error varies in an unpredictable way and cannot be controlled.

In this chapter we introduce some basic aspects of uncertainty treatment in nu-

clear power safety analyses. After describing various types of uncertainties in §11.1,

we continue with a discussion of main sources of uncertainties in §11.2, and presen-

tation of useful statistical methods for uncertainty analysis in §11.3.

11.1 TYPES OF UNCERTAINTIES

Uncertainty is the component of the reference value that characterizes the range

within which the true value is asserted to lie with a certain level of confidence. A

reliable assessment of uncertainties should include separation of aleatory and epis-

temic sources of uncertainties. Aleatory uncertainty is uncertainty inherent in a phe-

nomenon and is of relevance for events or phenomena that occur in a random manner.

Thus, this type of uncertainty is closely related to inherently random processes, such

as the turbulence-influenced heat transfer at the cladding surface or the variation in

fuel pellet diameter during the manufacturing process.

Epistemic uncertainty is uncertainty attributable to incomplete knowledge about

a phenomenon and that can be reduced when the knowledge about the phenomenon is

increased. For example, this type of uncertainty can, result from imperfect modeling

of heat transfer on the cladding surface, or from neglect of fuel deformation during

reactor operation.
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The different sources of uncertainty require different treatments when perform-

ing the uncertainty analysis. A comparison of code predictions with experimental

data is the preferred means to quantify the epistemic uncertainties. Other approaches

include a combination of sensitivity studies, code-to-code comparisons, and expert

judgments. The preferred means for assessing aleatory uncertainties is the collection

of data from nuclear power plants or initial and boundary conditions that are relevant

to the events being considered [109].

11.2 SOURCES OF UNCERTAINTIES

Safety analyses of nuclear reactors rely on a very large experimental database con-

taining nuclear and thermo-mechanical property data. In addition, to perform modern

safety analyses, it is required to use a chain of sophisticated and specialized computa-

tional tools. To perform calculations, reliable information is needed about the initial

and boundary conditions that describe the plant state at the beginning and during

the progression of the analyzed scenario. Needless to say that all these uncertainty-

bearing components of the safety analysis require special attention to provide mean-

ingful and reliable computational results.

Consideration of data uncertainty in calculations is an active area of research in

data and software development in general, and in nuclear power safety development

in particular. One of the important first steps in the nuclear reactor safety analysis

is identification of the sources of uncertainties. In general, the following major cate-

gories of uncertainties can be distinguished:

1. Input data uncertainties (“Using the right background information”).

2. Initial and boundary condition data uncertainties (“Formulating the right prob-

lem to be solved”).

3. Model formulation uncertainties (“Solving the right equations”).

4. Numerical method uncertainties (“Solving the equations right”).

5. Results interpretation uncertainties (“Right understanding of the results”).

All these uncertainty categories are broadly described in the literature (e.g., [102,

186, 234]) and are shortly summarized in the following sections.

11.2.1 INPUT DATA

Input data needed for reactor safety analysis consists of nuclear data, such as cross

sections for various reactions and nuclides, fission product yield data, and fission

product decay data. Uncertainties associated with these data affect uncertainties in

predictions of power distributions, spent fuel isotopic concentrations, and source

terms.

Main non-nuclear input parameters necessary for thermal-hydraulic calculations

include gap conductance, fuel and cladding thermal conductivity and specific heat

capacity, peaking factors, pellet power distribution, and fuel-to-coolant heat transfer

coefficient. Uncertainties in these data have significant influence on uncertainties in

prediction of the fuel and cladding maximum temperatures.



Uncertainty Treatment 293

11.2.2 INITIAL AND BOUNDARY CONDITIONS

Any safety analysis requires proper formulation of initial and boundary conditions

that correspond to the problem to be solved. Parameters such as initial power distribu-

tion, mass flow rate distribution, water free-surface levels, and system pressure have

to be specified. Boundary conditions should reflect the behavior of system bound-

aries during the considered scenario and provide values of inflows and outflows of

coolant, inflow and outflow of heat, and changes in the system topology or geom-

etry. Uncertainties in these data affect uncertainties in prediction of global system

parameters such as power level, coolant flow distribution, and system pressure.

11.2.3 MODEL FORMULATION

The basis of nuclear power safety analysis is to solve the conservation equations

for mass, momentum, and energy, provided that the system geometry and its initial

state and boundary conditions are known. Since the analyzed physical phenomena

include very complex interactions on various spatial and temporal scales, additional

relationships are required to close the system of equations. Clearly, many simplifying

assumptions have to be adopted to perform the analysis with a reasonable computa-

tional effort. The main paths of introduction of modeling uncertainties are as follows:

• averaging governing equations in time and space,

• assuming constant or “effective” physical properties of fluids and solids,

• employing closure relationships derived at conditions different from reactor

conditions.

The averaging of governing equations is practically always necessary to reduce

the computational effort. Fluid flow in long channels with constant cross section can

be treated as one-dimensional problem. Similarly, a subchannel analysis model can

be applied to predict the axial flow in fuel rod assemblies. Time averaging of gov-

erning equations is used to eliminate the necessity to resolve turbulent fluctuations

of the velocity, pressure, and temperature fields.

Assumption of constant properties of fluids is very common, even though some-

times it can lead to different types of fluid flow behaviors. For example, assuming

constant fluid density leads to incompressible flow, in which pressure perturbations

travel with an infinite speed. In some applications such effects may lead to wrong

results. In two phase flow applications, mixture models can be used, in which physi-

cal properties are replaced with “effective” properties. Such models can be adequate

when two phase flow under consideration has a homogeneous structure. However,

the models can lead to wrong results for two phase flows in which strong dynamic or

thermodynamic nonequilibrium prevails.

Closure relationships are needed for parameters that cannot be obtained from

solutions of first-principle conservation equations. The most important parameters

are heat transfer coefficients, friction and shape pressure loss factors, and interfacial

mass, momentum, and energy transfer terms in two-phase flows. Since these closure

relationships are predominantly obtained from experimental data, it is important that
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the experimental conditions accurately represent the conditions used in the safety

analysis. In particular, scaling analysis of fluid flow and heat transfer phenomena has

to be properly performed.

A model or code verification is usually used to check its suitability to solve a

particular problem. During verification, the results of predictions are compared to

predictions obtained from another model or code.

11.2.4 NUMERICAL METHODS

Any nontrivial computation task involves application of numerical methods to solve a

set of the governing equations. Thus, it is necessary to demonstrate that the equations

are solved correctly, with a certain order of accuracy, and always in a consistent

manner.

The error in a discretization is the difference between the solution of the original

problem and the solution of the discrete problem. To render this quantitative we need

to select a norm with which to measure the error. The choice of norm is important

and must reflect the goal of the computation. For example, in some applications, a

large error at a single point of the domain could be a disaster, while in others only

the average error over the domain is significant.

Consistency of a discretization refers to a quantitative measure of the extent to

which the exact solution satisfies the discrete problem. The discrepancy between the

exact solution and the solution of the discrete problem is called the consistency error

or sometimes also the truncation error.

Stability of a discretization refers to a quantitative measure of the well-posedness

of the discrete problem. If a problem in differential equations is well-posed, then, by

definition, the solution depends continuously on the right-hand-side terms.

A discretization of a differential equation always entails a certain amount of er-

ror. If the error is not small enough, one generally refines the discretization and a

whole sequence of solutions is obtained. The scheme is called convergent if the error

between the exact solution and the discrete solutions tends to zero as the discretiza-

tion parameter size tends to zero. Clearly, convergence is a highly desirable property.

It means that we can achieve any level of accuracy we need, provided that we use

sufficiently fine computational grid. According to one of the fundamental theorems

of numerical analysis, a discretization scheme that is consistent and stable is conver-

gent.

11.2.5 INTERPRETATION OF RESULTS

The interpretation of results should involve a qualitative and general validity check

to determine whether important phenomena are present in the obtained results. This

can include global conservation of mass and energy in the whole system, physically

motivated bounds for computed variable values, and expected trends for variable dis-

tributions in time and space. Here comparison of computed target parameters with

simple estimates can be very useful. At the same time it is important to check whether

all other predicted parameters, even if they are not important from the safety point of
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view, have reasonable values. The purpose of these checks is to eliminate the possi-

bility to obtain “correct” values of the target parameter (for example peak cladding

temperature that agrees well with experimental data) once the overall quality of the

solution is unacceptable.

11.3 STATISTICAL METHODS

Uncertainties, both aleatory and epistemic, are present in experimental observations

and in model predictions. Probabilistic models are one way to quantify the effects of

uncertainty on experimental and computational results. Since uncertainty contains a

random component, it can be represented by cumulative distribution function,

F(x) = P(X ≤ x), −∞ < x < ∞, (11.1)

and the probability density function,

f (x) =
d

dx
F(x), (11.2)

where X is a random variable and P denotes the probability. In applications, we

often only know some statistics of the random variable, such as the absolute moment,

E[X p] =
∫ ∞

−∞
xp f (x)dx, p ≥ 1, (11.3)

and the central moment,

E[(X −µ)p] =
∫ ∞

−∞
(x−µ)p f (x)dx, p ≥ 1. (11.4)

Taking p = 1 we obtain the mean value of X denoted by µ and taking p = 2 gives

the variance of X denoted by σ2. It should be noted that X is only partially defined

by its moments. A complete definition requires either a probability density function

or a cumulative distribution function.

11.3.1 PROBABILITY DISTRIBUTIONS

Random variables that are present in the analysis of the thermal reliability of nu-

clear reactors may have different probabilistic distribution functions, such as uniform

probability distribution, normal distribution, and chi-square distribution. In addition,

some discrete distributions, such as the binomial and Poisson distributions, are of

interest.

The Continuous Uniform Distribution

The simplest of all continuous probability distributions is the continuous uniform

distribution, with a constant probability density function. A physical quantity that is

measured with an instrument that has a limited resolution and the measured value is



296 Thermal Safety Margins in Nuclear Reactors

rounded can be modeled with the continuous uniform distribution. If X is a contin-

uous uniform random variable, its probability density function, mean, and variance

are as follows,

f (x) =

{
1

b−a
for a ≤ x ≤b

0 for x < a or x > b
, (11.5)

µ = E(X) =
∫ b

a

x

b−a
dx =

0.5x2

b−a

∣∣∣∣
b

a

=
a+b

2
, (11.6)

σ2 =V (X) =
∫ b

a

(
x− a+b

2

)2

b−a
dx =

(
x− a+b

2

)3

3(b−a)

∣∣∣∣∣

b

a

=
(b−a)2

12
. (11.7)

The Normal Distribution

The normal distribution, also referred to as the Gaussian distribution, is the most

widely used distribution for modeling random variables. A random variable X with

probability density function

f (x; µ,σ) =
1√

2πσ
e
−(x−µ)2

2σ2 for −∞ < x < ∞, (11.8)

has a normal distribution with parameters

E(X) = µ and V (X) = σ2. (11.9)

The random variable

Z =
X −µ

σ
(11.10)

is called a standard normal random variable with mean value E(Z) = µ = 0 and

V (Z) = σ2 = 1.

The cumulative distribution function of a standard normal random variable is

denoted as

Φ(z) = P(Z ≤ z) = 0.5+
1√
2π

∫ z

0
e−ζ 2/2dζ =

1+ erf
(

z√
2

)

2
, (11.11)

where

erfx =
2√
π

∫ x

0
e−ξ 2

dξ (11.12)

is known as the error function. The values of 1−Φ(z) function are provided in Ap-

pendix D including the region with the low probability values, which is of special

interest in nuclear power safety applications.

Example 11.1: Probability of dryout during measurements

During dryout experiments in a uniformly heated tube, a single thermocouple is
used to measure tube wall temperature in the vicinity of the exit from the tube.
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During normal heat transfer, the maximum wall temperature is 463 K. Dryout is
assumed to occur whenever the wall temperature exceeds that value. Calculate
what is the probability that the dryout occurred when the measured temperature
was 461 K and the measurement uncertainty for the thermocouple has a normal
distribution with a standard deviation 2.2 K.

∗ ∗ ∗

Solution: We find the standard normal random variable z= (463−461)/2.2= 0.909.
Thus the probability that the dryout did not occur (that is, the true wall temperature
is less than 463 K) is: pndo = [1+ erf(0.909/

√
2)]/2 ∼= 0.818. Thus, the probability

that the dryout occurred is pdo
∼= 1−0.818 = 0.182.

The Chi­square Distribution

The chi-square distribution is one of the most useful sampling distributions. It is

a continuous, nonsymmetrical distribution used for the analysis of the variance of

samples in a population and to determine the goodness of fit of a distribution for a

particular application. A random variable X = Z2
1 +Z2

2 + ...+Z2
k , where Z1,Z2, ...,Zk

are normally and independently distributed random variables with mean µ = 0 and

variance σ2 = 1, has the probability density function

f (x) =
1

2k/2Γ
(

k
2

)x(k/2)−1e−x/2, for x > 0, (11.13)

and is said to follow the chi-square distribution with k degrees of freedom, abbrevi-

ated χ2
k . The mean and variance of this distribution are µ = k and σ2 = 2k.

The t Distribution

Let Z have a normal distribution with µ = 0 and σ2 = 1 and V be a chi-square

random variable with k degrees of freedom. If Z and V are independent, then the

random variable T = Z/
√

V/k has the probability density function

f (x) =
Γ[(k+1)/2]√

πkΓ(k/2)
· 1

[(x2/k)+1](k+1)/2
−∞ < x < ∞ (11.14)

and is said to follow the t distribution with k degrees of freedom, abbreviated tk. The

t distribution is similar to the standard normal distribution, but it has heavier tails

than the normal. As the number of degrees of freedom k → ∞, the limiting form of t

distribution is the standard normal distribution.

11.3.2 TOLERANCE INTERVALS

A tolerance interval is constructed from a random sample so that a specified propor-

tion of the population is contained within the interval. Statistical tolerance intervals

have a probabilistic interpretation whereas engineering tolerances are specified outer

limits of acceptability usually prescribed by a design engineer. Tolerance intervals
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can be one-sided if, for example, we want to know what interval guarantees that a

specified proportion of the population will not exceed an upper limit. A two-sided

tolerance interval is used to determine what interval contains a specified proportion

of the population.

The two-sided tolerance interval is defined by two limits, lower (LL) and upper

(LU ), which are computed as,

LL = x̄− ks, LU = x̄+ ks, (11.15)

where x̄ is the sample mean, s is the sample standard deviation, and k factor is deter-

mined so that the interval covers at least a certain required proportion of the popula-

tion with confidence α . The proportion of population distribution that is between the

limits is called coverage.

For example, for the normal distribution with known mean µ and known variance

σ2, the population limits are defined by,

LL = µ − zα/2σ , LU = µ + zα/2σ , (11.16)

whereas the coverage is the area under the standard normal distribution between

these limits. A bound that exactly covers 95% of the population is given by µ ±
1.96σ . This interval is the tolerance interval, and the points µ−1.96σ and µ+1.96σ
are the lower and the upper tolerance limits, respectively. Because µ and σ2 are

known, the coverage of 95% provided by this interval is exact.

In most practical situations, µ and σ2 are not known, and they must be estimated

from a random sample. In this case, the tolerance limits are random variables because

µ and σ are replaced by x̄ and s, and the proportion of the population covered by the

interval is not exact. Consequently, x̄± ks will not cover a specified proportion of

the population all the time, and we determine k so that we can state with confidence

100(1−α) percent that the limits contain at least the specified proportion of the

population.

Example 11.2: Tolerance Interval

Cladding tubes for PWR fuel rods are machined in a fuel factory with the tube
outer diameter normally distributed with unknown mean and variance. A random
sample of n = 10 tubes produced by a single machine is selected, and the diameters
are found to be 10.24, 10.25, 10.27, 10.26, 10.23, 10.25, 10.22, 10.27, 10.24, and
10.23 mm. Find a 95% tolerance interval that contains at least 95% of the tube
diameters produced by this machine.

∗ ∗ ∗

Solution: For given tube diameter data we find x̄ = 10.246 mm and s = 0.017 mm.
From Table D.2 in Appendix D with p = 0.95, 1−α = 0.95, and n = 10 we find
that k = 3.379. Thus, the desired tolerance interval is 10.246±3.379×0.017 mm, or
from 10.189 to 10.303 mm. We are 95% confident that at least 95% of the cladding
tubes will have diameter between 10.189 mm and 10.303 mm.
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NOTE ON TOLERANCE INTERVAL

It is easy to get confused about the difference between tolerance intervals and

confidence intervals, however, they are fundamentally different. Confidence in-

tervals are used to estimate a parameter of a population, whereas tolerance inter-

vals are used to define the limits where we can expect to find a proportion of a

population. In particular, the difference is visible when n approaches infinity. As

a result, the length of a confidence interval approaches zero, while the length of a

tolerance interval approaches a finite non-zero value. In particular, for p = 0.95,

k in Eq. (11.15) approaches 1.96, as can be seen in Table D.2 in Appendix D.

11.3.3 FAILURE PROBABILITY ESTIMATION

Probabilistic methods are required for the estimation of the failure probability due

to the presence of uncertainties in the actual load value and the value of the system

strength limit. As an illustration, we will first consider a case when the strength limit

value is known exactly, whereas the actual load value is a stochastic variable with a

known probability density function. This situation is presented in Fig. 11.1(a), where

we assumed that the actual load has a normal distribution. The probability of failure

S A µS

PS PA

µA(a) (b)

Figure 11.1 The failure probability: (a) a random actual load with mean value µA

and a fixed strength limit S, (b) a fixed actual load A and a random strength limit with

mean value µS.

can be found as,

PS = P(Z ≥ zS) =
∫ ∞

zS

1√
2π

e−
z2

2 dz , (11.17)

where zS = (S−µA)/σA is the standardized value of the strength limit, S is the known

strength limit value, µA is the mean value of the actual load, and σA is the standard

deviation of the actual load. This probability is shown in the figure as the shaded area

under the normal probability density function.
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In a similar manner we can calculate the probability of failure when the strength

limit value is a stochastic variable with a known probability density function and the

actual load value is known exactly. This situation is shown in Fig. 11.1(b). Assuming

that the strength limit value has the normal distribution, the probability of failure can

be found as,

PA = P(Z ≤ zA) =
∫ zA

−∞

1√
2π

e−
z2

2 dz , (11.18)

where zA = (A−µS)/σS is the standardized value of the actual load, A is the known

value of the actual load, µS is the mean value of the strength limit, and σS is the

standard deviation of the strength limit value. This probability is shown in the figure

as the shaded area under the normal probability density function.

In reality, both the actual load value and the strength limit value are stochas-

tic variables. Let us assume that XA, µA, and σA denote the actual load, its mean

value, and its standard deviation, respectively. The corresponding parameters for the

strength limit value are XS, µS, and σS. Fig. 11.2 shows the two probabilistic distri-

bution functions. As can be seen, the functions cross each other at a certain point C

C µS

PS PA

µA

Figure 11.2 The failure probability with a random actual load and a random

strength limit.

and create a common area which is located simultaneously below both curves. We

can notice that this area consists of two parts, PA and PS, that can be found as follows,

PA = P(Z ≥ zC) =
∫ ∞

zC

1√
2π

e−
z2

2 dz , (11.19)

where z = (XA −µA)/σA and zC = (C−µA)/σA,

PS = P(Z ≤ zC) =
∫ zC

−∞

1√
2π

e−
z2

2 dz , (11.20)

where z = (XS −µS)/σS and zC = (C−µS)/σS.

The areas PA and PS have a clear physical interpretation. PA is equal to the prob-

ability that the actual load will exceed C, and PS is equal to the probability that the
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strength limit value will be less than C. The product of these two probabilities cor-

responds to such stochastic events for which XS ≤C ≤ XA, in which case the failure

will occur, since XS ≤ XA. However, this product is not equal to the probability of

failure since such stochastic events as XS ≤ XA ≤ C or C ≤ XS ≤ XA, in which fail-

ures will occur since XS ≤ XA, are not included. Thus, this product can be treated as

a lower estimate of the failure probability, thus,

Pf ail > PAPS . (11.21)

The failure will not occur for all stochastic events when XA <C < XS. The proba-

bility of all such events is equal to the following product: (1−PA)(1−PS). However,

this is not equal to the probability of non-failure, since such stochastic events as

XA < XS <C or C < XA < XS are not included. Thus, this product can be treated as a

lower estimate of the non-failure probability, thus,

Pno− f ail > (1−PA)(1−PS) = 1−PS −PA +PAPS . (11.22)

Since

Pno− f ail +Pf ail = 1 , (11.23)

we have,

PAPS < Pf ail < PS +PA −PSPA . (11.24)

These inequalities indicate that the failure probability is greater than the product

of probabilities PA and PS, and less than the sum of probabilities, represented by

the shaded area in the figure, minus the product of probabilities. This probability

estimate is not of great use, however. For example, if we take PA = PS = 10−3, the

probability of failure will be between 10−6 and 1.999 · 10−3, which is a quite wide

interval and a rather poor probability estimate.

A much better estimate can be obtained by introducing a new stochastic variable,

XF = XS −XA, that has a normal distribution with the mean value µF = µS −µA and

the standard deviation σF =
√

σ2
S +σ2

A , as shown in Fig. 11.3. Thus the failure is

0 µF

Pf ail

Figure 11.3 The failure probability estimation based on a difference between a

random load and a random strength limit.
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represented by all events when XF ≤ 0 and the probability of failure is given as,

Pf ail = P(Z ≤ z0) =
∫ z0

−∞

1√
2π

e−
z2

2 dz , (11.25)

where z = (XF −µF)/σF and z0 =−µF/σF . This probability is shown in the figure

as the shaded area under the probability density function.

PROBLEMS

PROBLEM 11.1

Explain the difference between the aleatory and epistemic uncertainties. Give

examples of each of them in the context of a nuclear reactor core.

PROBLEM 11.2

Assume two random variables XA and XS, with standard normal distributions as

shown in Fig. 11.2, such that PS = PA = 0.05. Find the following probability:

P = P(XS ≤ XA).

PROBLEM 11.3

The critical heat flux q′′cr and the actual heat flux q′′a in a reactor core are random

variables with normal distributions. Derive the exact expression for the distribu-

tion of the random variable that is equal to a ratio of the two: DNBR = q′′cr/q′′a .

Does it have the normal distribution as well?



12 Thermal Safety Margins

Maintaining safety margins in both the design and operation of nuclear reactors is

a primary objective for reactor designers and operators. Among the various safety

margins imposed on nuclear reactors, thermal safety margins are crucial to prevent

fuel melting or cladding damage. Up to this point, we have discussed several methods

for predicting the nominal values of fuel and cladding temperatures. To prevent fuel

melting, the core must be designed such that the linear power density never exceeds

a specific maximum value. For the protection of cladding in light water reactors, a

constraint is imposed that requires the surface heat flux or the total power of the

channel to always stay below its critical limit. In the case of liquid metal-cooled and

gas-cooled reactors, the coolant temperature must be maintained below its maximum

permissible value.

Thus, quantifying the thermal safety margin of an operating reactor involves cal-

culating a specific safety parameter within the reactor and comparing it with a prede-

termined limiting value. The safety margin is then defined as the difference between

this limiting value and the actual value of the parameter. The presence of safety mar-

gins ensures safe operation of the plant under conditions assumed in the calculations.

Typically, both the limiting value and the actual value are not known with absolute

precision, necessitating the estimation of uncertainties.

In the design of early pressurized water reactors, hot spot and hot channel fac-

tors were introduced to quantify the degree to which actual safety parameters might

depart from their nominal values. The heat flux hot spot factor was defined as a ratio

of the highest possible heat flux anywhere in the core, to the average heat flux across

the entire core. The channel in which the hot spot occurs, or along which the max-

imum increase in coolant enthalpy takes place, is called a hot channel. Similarly, a

hot channel factor was defined as a ratio of the highest assembly power output to the

average assembly power output in the core. A more comprehensive discussion of the

traditional view on hot channel factors can be found in, e.g., [60, 220].

In this chapter we discuss various methods to determine safety margins. Com-

monly used definitions of safety margins and limits are presented in §12.1. In §12.2

we discuss some selected aspects of hot channel factor analysis. Application of de-

terministic safety analyses to quantify margins is presented in §12.3.

12.1 DEFINITIONS OF MARGINS AND LIMITS

We will extend the concept of safety margins introduced in §1.4 to take into ac-

count various aspects of nuclear power plant safety, including design, operation,

and licensing. In each of these areas, specific definitions of limits and margins are

used, as schematically shown in Fig. 12.1. The definitions presented in this section

should be treated as indicative, however, since there is no consensus in that matter.

There are many definitions of a safety margin, depending on the application of this
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important concept. Specific definitions are used by regulators, operators, licensees,

and designers. Some of these definitions are provided below.

Operating point

Operating limit

Upper bound

analysis limit

Design limit

Safety limit

Failure limit

Operating margin

Analysis margin

Licensing margin

Design margin

Safety margin

Uncertainties

Fuel and core design

Operation modes

System degradation

Transient behavior
and uncertainties

Uncertainties

Limits Sources Margins

Figure 12.1 Limits and safety margins.

12.1.1 FAILURE POINT LIMIT

An important reference value of any safety variable is its failure point or ultimate ca-

pacity point. Examples of such limiting values include the fuel melting temperature

or the cladding temperature at which it breaks. The failure point can be most often

established experimentally, but in some cases it is determined based on best-estimate

calculations. It is important to note that the exact failure point is not known due to

uncertainties in experimental and analytical methods.

12.1.2 SAFETY LIMIT

The concept of a safety limit, also referred to as a licensing acceptance limit, is

directly related to the prevention of unacceptable releases of radioactive materials

from a nuclear power plant. This can be achieved through the application of limits on

the temperatures of fuel and fuel cladding, coolant pressure, and other safety-related

parameters. The safety limits should usually be stated as the maximum acceptable

values which ensure the integrity of the barriers for radioactive releases, taking into

account uncertainties. Thus the safety limit is more restrictive than the failure point

limit. Regulators decide about safety limit values for various safety parameters.

12.1.3 DESIGN LIMIT

A design limit can be proposed by the designer and is based on engineering calcula-

tions. Usually the design limit is more restrictive than the safety limit, but sometimes,
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for example for design basis accident analyses, the design limit is taken identical to

the safety limit.

12.1.4 OPERATING LIMIT

An operating limit, also referred to as a safety analysis limit, is the limit value of

a safety parameter corresponding to the operating point that should not be reached

during normal operations and anticipated operational occurrences. Limits for normal

operation is set at any level between the range of steady-state operation and the ac-

tuation setting for the safety system. The monitored safety parameters may exceed

the steady state range as a result of load changes or imbalance of the control system,

for example. Operating limit provides enough flexibility to bring the plant back to

normal steady state operation without actuating the safety systems.

12.1.5 APPARENT MARGIN

An apparent margin, also referred to as a margin to failure, is defined as a distance

between the operating point and the failure point. This margin can be further divided

into a margin available to the licensee and a margin controlled by the regulator.

This distinction clarifies the role of both the regulator and the licensee in the overall

margin management. The safety limit is the boundary between the two margins.

12.1.6 SAFETY MARGIN

The distance between the safety limit and the failure limit is called a safety margin.

This margin is entirely managed by the regulator and consists of uncertainties on the

failure limit and possibly additional provisions for unknown factors.

12.1.7 DESIGN MARGIN

To ensure that the safety limit is met in all applicable plant states, the designer can

introduce a design margin, which is the distance between the design limit and the

safety limit. This margin is usually greater than zero for conditions prevailing during

normal operation and during anticipated operational occurrences, meaning that the

design limit is more restrictive than the safety limit. However, during design basis

accidents, the two limits are usually considered identical.

12.1.8 ANALYSIS AND LICENSING MARGINS

A difference between the operating limit and the design limit corresponds to two

additional margins. The first one is a licensing margin that accounts for the safety

analysis results, such as the cladding peak temperature or critical heat flux, that ex-

ceed the design limit values. The second one is an analysis margin that takes into

account provisions for system degradation and other unknown factors, transient be-

havior, and uncertainties in transient calculations.



306 Thermal Safety Margins in Nuclear Reactors

12.1.9 OPERATING MARGIN

To ensure a flexible and reliable plant operation, there is a certain distance between

the operating point and the operating limit called an operating margin. It includes

provisions for all operational modes and transients, provisions for fuel and core de-

sign, and uncertainties in operating point.

12.2 HOT SPOTS AND HOT CHANNEL FACTORS

An analysis of hot channel factors has been an integral part of nuclear reactor design

since the very early days of civilian nuclear power development. Results of nominal

design calculations do not account for uncertainties in theoretical and experimental

data, manufacturing tolerances, and other deviations of parameters from their nomi-

nal values. These deviations, in turn, lead to deviations of nuclear reactors from their

nominal operation regime. To ensure safe, economical, and reliable operation, it is

important to estimate these deviations. In the application of this task, the concept

of hot channel factors has been used to quantitatively estimate the thermal safety

margins in nuclear reactors. These factors are commonly expressed as dimensionless

factors greater than unity that are used to multiply the nominal or calculated values of

the considered quantities. Such modified quantities are used in the design and safety

analyses.

The hot spot factors consist of systematic and random components that origi-

nate from various sources. The systematic factors are due to uncertainties on such

parameters as reactor thermal power, power distribution, coolant flow rate, coolant

flow distribution, and inlet coolant temperature. The random factors are mainly due

to manufacturing tolerances and uncertainties in physical properties.

The impact of uncertainties on temperature predictions is typically accounted for

through the assessment of hot channel factors, which consider the increase in reactor

temperatures due to specific uncertainties. By reducing the values of the hot channel

factor, we can increase the nominal peak cladding temperature. This increase would

lead to enhanced reactor power and, consequently, economic benefits.

Hot channel factors are employed to accommodate the effects of uncertainties,

stemming from theoretical and experimental analyses, on the design of the reactor.

The thermal-hydraulic design of a reactor must conform to a set of design criteria.

Many of these relate to fuel, cladding, and coolant exit temperature. For example, a

typical design criterion related to fuel is that no fuel melting occurs at some specific

overpower, that is reactor power greater by some fraction than the nominal reactor

power. In order to ensure the integrity of the fuel cladding, its temperature must be

kept below a certain limit. Additionally, the highest permissible coolant temperature

must guarantee the structural integrity of the area above the core.

For any safety parameter, the hot channel factor is a ratio of the maximum value

of that parameter to its nominal value. The factors are based on a combination of

experimental data and validated analytical methods. However, their exact definition

and values will evolve with new reactor designs and with the development of new

computational techniques.
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There exist multiple methodologies for conducting hot channel factor analysis.

The typical procedure commences with the analysis of coolant inlet flow and tem-

perature. Subsequently, we proceed axially through the core up to a specific level,

followed by a radial progression through the fuel pin structure. At each step, a hot

channel factor multiplies a parameter representing a temperature difference, render-

ing the outcome independent of the temperature units utilized.

Two types of uncertainties might influence a particular safety parameter: aleatory

uncertainties and epistemic uncertainties, or biases. Usually we assume that aleatory

uncertainties follow a normal distribution which can be characterized by the variance,

σ2, and the standard deviation, σ . The two types of uncertainties propagate to yield

the overall uncertainty of the safety parameter. However, as described below, the

method of propagation differs for the two types of uncertainties.

If for a random safety variable the requirement is that its value should lie below a

specific limiting value with a certain probability, the hot channel factor for that vari-

able would be unity plus standard deviation multiplied by a constant. For example,

if the required probability is 99.9%, the nominal value of the safety parameter must

be 3σ less than the design limit, and the corresponding hot channel factor is 1+3σ .

For some parameters 97.5% is considered satisfactory and the hot channel factor is

then 1+2σ .

12.2.1 DETERMINISTIC METHOD

The development of the hot spot approach originally began with the application of

the deterministic method, a technique utilized during the initial phases of light wa-

ter reactor development. However, this method was found to be overly conservative,

leading to unnecessarily large margins between the design limits and the actual op-

erating conditions of the plant. To address this issue, statistical and semi-statistical

methods were introduced.

Every method of hot spot analysis provides a means to determine the aggregate

effect on a core variable, resulting from the simultaneous existence of various uncer-

tainties. These methods can be applied to any variable that can be expressed in the

following analytical form,

y =
m

∑
i=1

Fi(x1, ...,xn) , (12.1)

where x j is a variable whose value is uncertain, n is the number of uncertain variables,

Fi is a function of the uncertain variables, and m is the number of terms in y.

A sub-factor which expresses the effect of a single uncertainty on a single term

in Eq. (12.1) is given as,

fi j =
Fi (x1, ...,x j +∆x j, ...,xn)

Fi (x1, ...,xn)
, (12.2)

where x j is the nominal value of x j and ∆x j is an error in x j relative to x j. If the

uncertainty in x j is a random variable then ∆x j is defined as one standard deviation.

If the uncertainty is deterministic then ∆x j is the bias error in x j.
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The deterministic method assumes all uncertainties occur with their most unfa-

vorable values at the same location and at the same time. The location is that of peak

nominal conditions. Then from Eqs. (12.1) and (12.2) we get the approximation of

the hot spot value as,

y =
m

∑
i=1

n

∏
j=1

fi jFi (x1, ...,xn) . (12.3)

This method is appropriate for representing errors whose magnitudes remain con-

stant in time and space and can be estimated a priori.

12.2.2 STATISTICAL METHOD

The likelihood of all uncertainties simultaneously reaching their most unfavorable

values at the same location and time is extremely low. This realization led to the

creation of the statistical method. In this approach, each uncertainty is considered a

normal random variable with a known standard deviation and a mean value of zero.

The uncertainties are assumed to be independent. If the uncertainties are of small

magnitude, then the two-sigma bound on the hot spot can be determined using the

following formula,

y2σ =
m

∑
i=1

Fi (x1, ...,xn)+2

[
n

∑
j=1

m

∑
i=1

( fi j −1)Fi (x1, ...,xn)
2

]1/2

, (12.4)

where fi j is a sub-factor given by Eq. (12.2) that is based on one standard deviation

of uncertainty. Uncertainties that are well represented through the statistical method

include manufacturing variability of fuel pellet fissile material content, dimensional

tolerances, and experimental uncertainties in correlations. However, this method is

not suitable for handling biases and uncertainties that are dependent.

12.2.3 SEMI­STATISTICAL METHOD

The semi-statistical method is a combined approach that merges the deterministic

and statistical methods. This provides the designer with greater flexibility in deter-

mining whether an uncertainty occurs as a constant bias or assumes a statistical dis-

tribution of values. However, to meaningfully apply this method, one must provide

a valid justification for the chosen approach for each uncertainty, which may not al-

ways be straightforward. Similar to the statistical method, the semi-statistical method

is typically used to establish a two-sigma bound.

12.2.4 TREATMENT OF STATISTICAL FACTORS

The treatment of statistical factors depends on the form of the relationship between

a safety variable and the input random parameters. If a safety variable, y, can be

expressed as a linear function of independent random variables, xi,

y = c0 + c1x1 + c2x2 + ...+ cnxn, (12.5)
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then the variance of y is equal to the sum of the variances of the terms cixi,

σ2
y =

n

∑
i=1

c2
i σ2

i . (12.6)

The safety variable, y, will have a normal distribution if the independent variables

have normal distributions. As the number of independent variables becomes large,

the variable y will tend to approach a normal distribution even if the independent

variables, xi, do not have normal distributions.

Let us now assume that the safety variable, y, is an arbitrary function of the

independent variables, xi,

y = y(x1,x2, ...,xn) . (12.7)

When each independent variable is at its mean value, x̄i, the safety variable takes

the value ȳ. For independent variables departing from their mean values by some

arbitrary amount δxi, the value of the safety variable can be approximated by a Taylor

series expansion about y = ȳ in which only linear terms are retained,

y ≃ ȳ+
n

∑
i=1

∂y

∂xi

δxi, (12.8)

where partial derivatives are evaluated at mean values of independent variables.

Thus, using the expression for the variance of a linear function we have,

σ2
y ≃

n

∑
i=1

(
∂y

∂xi

)2

σ2
i . (12.9)

With this variance and a normal distribution of y, the probability that ȳ+ 2σy will

not be exceeded is 97.73% and the probability that ȳ+ 3σy will not be exceeded is

99.87%.

For random variables with specified bounds, such as dimensions, it is reason-

able to assume that the mean value has a uniform probability distribution. For such

distribution, the bounds correspond to ±
√

3σ .

For unknown variances of independent variables, the population variances can be

estimated from a variance of a random sample as,

s2
i =

∑
ni
j=1 (xi j − x̄i)

2

ni −1
. (12.10)

If the distribution of y is normal, and the number of observations is small, toler-

ance limits on the possible values of y can still be given. For the case where y is a

linear function of xi’s, i = 1,2, ...,n, the upper tolerance limit is given by [27],

ȳ+ tα,νese, (12.11)

where,

se =

[
n

∑
i=1

(c2
i s2

i )(ni +1)

ni

]1/2

, (12.12)
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νe =
s4

e

∑
n
i=1

c4
i s4

i (ni+1)2

νin
2
i

, (12.13)

x̄i =
1

ni

ni

∑
j=1

xi j, (12.14)

s2
i is found from Eq. (12.10), and tα,νe is the upper α percent point of the t-

distribution with νe degrees of freedom.

12.2.5 FUEL TEMPERATURE ANALYSIS

Hot spot factors are used to account for various uncertainties and to ensure that the

specified maximum fuel temperature in the core does not exceed the fuel design limit

at any time and any location during the normal operating conditions.

Fuel temperature at an arbitrary evaluation point is obtained by adding an inlet

coolant temperature to the temperature difference at each position in the axial and

radial position of the fuel rod structure. Thus the fuel temperature is evaluated by the

following expression,

TF = Tin +
5

∑
i=1

Fi ·∆Ti , (12.15)

where Tin is the core inlet coolant temperature, Fi is the overall hot spot factor for

component i, and ∆Ti is the nominal temperature rise. The components i =1–5 are as

follows,

1. Coolant temperature rise from the core inlet to a specific axial location,

2. Film temperature rise in the coolant thermal boundary layer,

3. Temperature rise in the cladding,

4. Temperature rise in the gas gap,

5. Temperature rise in the fuel.

In order to determine Fi, the systematic and random factors are obtained individually

based on the functional relationship between the uncertainty and the temperature

rise. Te total systematic factor, Fs
i , is given by combining the systematic factors f s

i j,

Fs
i =

ns

∏
j=1

f s
i j, (12.16)

where ns is the number of systematic factors. The random factors, f r
i j, are combined

to give the total random factor as follows,

Fr
i = 1+

[
nr

∑
k=1

( f r
ik −1)2

]1/2

, (12.17)

where nr is the number of random factors. The overall hot spot factor for component

i can be now found as,

Fi = Fs
i ·Fr

i , (12.18)
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and the fuel temperature becomes,

TF = Tin +
5

∑
i=1





ns

∏
j=1

f s
i j ·


1+

(
nr

∑
k=1

( f r
ik −1)2

)1/2

 ·∆Ti



 . (12.19)

Typically the systematic and random factors for each component i are determined by

sensitivity analysis.

12.3 DETERMINISTIC SAFETY ANALYSIS

The deterministic safety analysis can be used to demonstrate that the safety param-

eters of a nuclear power plant are kept below acceptable limits with adequate safety

margins. Such safety analyses are performed for normal operation, anticipated op-

erational occurrences, and accident conditions. The safety analyses have evolved

from the initial conservative approaches to best estimate predictions with uncertainty

quantification.

Fully conservative approaches were introduced to cover uncertainties due to the

limited capability for modeling physical phenomena. However, such approaches are

no longer recommended for safety analyses, since the obtained results may be mis-

leading and the level of conservatism is in general unknown [102].

A more realistic, still frequently used approach in safety analyses is based on a

best estimate computer code combined with conservative input data. In this approach,

the system availability, initial conditions, and boundary conditions supplied to the

code are conservative. The use of this approach is quite straightforward and, in some

cases, just one calculation is sufficient to demonstrate safety. However, this approach

provides only a rough estimate of uncertainties.

A much better estimate of uncertainties can be obtained with a best estimate com-

puter code combined with best estimate input data with uncertainties.1 The system

availability can still be treated conservatively if more realistic data are not available.

Deterministic safety analysis and the consideration of uncertainties are addressed

in IAEA Safety Standard Series [96, 97]. Moreover, the use of best estimate codes

is generally recommended for deterministic safety analysis with the following two

options to demonstrate sufficient safety margins:

1. Use a best estimate code with a reasonably conservative selection of input data

and a sufficient evaluation of the uncertainties of the results through code-to-

code comparisons, code-to-data comparisons, expert judgement, and sensitiv-

ity studies.

2. Use a best estimate code with realistic assumptions on initial and boundary

conditions employing statistically combined uncertainties for plant conditions

and code models.

An uncertainty analysis consists of identification and characterization of relevant

input parameters and their uncertainty as well as of the methodology to quantify

1Such approach is frequently referred to as the “best estimate plus uncertainty” (BEPU).
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the global influence of the combination of these uncertainties on selected output

parameters and their uncertainties. Several methods have been developed for input

uncertainty propagation or output uncertainty extrapolation, as described in [102].

Uncertainties in the outputs of a computer code occur when there are uncertain-

ties in the values of parameters used in the code, either as random inputs (aleatory),

or as uncertain constituents of the code itself (epistemic). In the case of the aleatory

uncertainties, they represent a random variation in the input. The epistemic uncer-

tainties represents shortcomings in the code such as, e.g., a simplification of the mo-

mentum equation in which the axial stress tensor is neglected. Owing to this simpli-

fication, random differences may be observed when compared to test data. There are

various methods to deal with uncertainties in input parameters as described below.

12.3.1 MONTE CARLO METHODS

In Monte Carlo analysis, probability-based sampling is used to develop a mapping

from input parameters to computed output parameters. The mapping provides a basis

for the sensitivity analysis and uncertainty quantification. Several sampling proce-

dures exists, including simple random sampling, stratified sampling, and Latin hy-

percube sampling.

A simple random sample from a population is a sample in which each member

of the population has the same probability of being selected. This approach requires

a very large sampling frame, which results in extensive sampling calculations and

excessive costs. Advantage is that the method is free of classification errors and it

requires minimum advance knowledge of the population.

When sub-populations vary considerably, it is advantageous to sample each of it

independently. Then random sampling is applied within each sub-population.

In a Latin hypercube sampling the range of each uncertain input parameter is

divided into N equiprobable sections, where N is the sample size. For each section

of each input parameter, one value is selected at random. As a result, each element in

the population has a known and equal probability of selection. This makes systematic

sampling functionally similar to simple random sampling, however, it is much more

efficient and less expensive to apply.

12.3.2 RESPONSE SURFACE METHODS

A response surface can be established by regression analysis to fit the calculated

safety variable, such as the cladding picking temperature, in terms of the important

input parameters. The purpose of the response function is to replace the code in pre-

diction of the probabilistic density function of the output safety variable. In order to

produce a reasonable estimate of the probability density function from an response

function we must sample the surface in a statistically acceptable way. With algebraic

surfaces a crude Monte Carlo sampler can be used. The number of uncertain input

parameters is limited because of the required number of code calculations. The high-

est degree of polynomial that may be fitted to the predictions from a p-level factorial

is p−1.
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12.3.3 TOLERANCE LIMIT METHODS

Let us consider the one-sided case in which we are interested in bracketing a value of

a random variable yα and assume that the probability of any output falling below yα

is α . Thus, the probability of all N outputs falling below yα is αN and the probability

that yN will fall above yα is

β = 1−αN . (12.20)

The probability that exactly one output will fall above yα is N(1−α)αN−1. There-

fore the probability that two outputs will fall above αN is,

β = 1−αN −N(1−α)αN−1. (12.21)

Similarly it can be shown that for m values in the range the probability is,

β = 1−
N

∑
i=N−m+1

N!

i!(N − i)!
α i(1−α)N−i. (12.22)

This equation can be used to determine the minimum number of code runs to obtain

a value of a safety variable that is the largest in the sample and has probability β
of exceeding the αth quantile of all possible safety variable values, which can be

compared to a certain limiting allowed value of that safety variable. For example, if

α = 0.95, β > 0.95, m = 1 requires 59 runs of the code, m = 2 requires 93 runs, and

m = 10, 311.

12.4 CORE THERMAL LIMITS

During reactor operation there are no direct indications of the fuel temperature and

the limit to the critical heat flux. The in-core instrumentation system is used to pro-

vide flux maps of the core necessary to calculate peaking factors, which express a

core power distribution in terms of peak-to-average ratios. The two peaking factors

that are usually measured are the heat flux hot channel factor, FQ(z), and the nuclear

enthalpy rise hot channel factor, FN
∆H . The limiting values of these factors for normal

operation conditions are specified in the technical specifications.

PEAKING FACTORS VERSUS UNCERTAINTY FACTORS

A hot channel or hot spot factor is used to determine an expected maximum

value of a safety variable during reactor operation. Frequently a mean-in-core

value is used as a reference. We can partition such hot spot or hot channel factors

into two major sub-factors:

1. A peaking sub-factor, which is equal to the ratio of the local nominal

maximum value of the safety variable in the core to its core average value.

2. An uncertainty sub-factor, which takes into account a combined effect of

all uncertainties on the peaking factor.
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Thus the peaking sub-factor is resulting from a known nominal non-uniformity

of the safety variable distribution in the core. A typical example of such a factor

is the heat flux channel factor which represents a non-uniformity of the spatial

distribution of heat flux in the core. The uncertainty sub-factor includes the core-

wide, assembly, and pin-level uncertainties resulting from biases and random

effects.

Control of the power distribution with respect to these two factors ensures that the

local conditions in fuel rods and cooling channels do not challenge fuel pin integrity

at any location in the core during normal operation or during postulated accident

conditions. The following fuel design limits are valid:

1. The 95/95 criterion for the hottest fuel rod in the core that it does not experi-

ence CHF condition, during both normal operation and a loss of flow accident.

2. During large-break loss of coolant accident, the peak fuel clad temperature

will not exceed the 1204◦C limit.

3. During an ejected rod accident, the energy deposition to the fuel must not

exceed 280 cal/g.

4. The control rods must be capable of shutting down the reactor with a mini-

mum required shutdown margin with the highest worth control rod stuck fully

withdrawn.

12.4.1 HEAT FLUX HOT CHANNEL FACTOR

The heat flux channel factor is defined as,

FQ(z) =
q′′′(xp,yp,z)

1
V

∫
V q′′′(x,y,z)dxdydz

. (12.23)

Here q′′′(x,y,z) is the thermal power density at location x,y,z in the core and V is

the core volume. The fuel rods are oriented in the z-direction, which is the core axial

direction, whereas coordinates x,y describe any point in the core lateral direction. In

particular, coordinates xp,yp,z correspond to a point of maximum power density in

the lateral plane located at z-coordinate.

The heat flux channel factor is traditionally limited according to the following

relationship,

FQ(z)≤





FQ,lim

φQ
K(z) for φQ > 0.5

FQ,lim

0.5 K(z) for φQ ≤ 0.5
, (12.24)

where FQ,lim is a core-design dependent safety limit for the heat flux channel factor

that includes the peaking sub-factor and all uncertainty sub-factors, K(z) is a correc-

tion function governed by the time history of core uncovery and reflood during loss

of coolant accident, and φQ is a ratio of the core actual thermal power to the core

rated thermal power.
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12.4.2 NUCLEAR ENTHALPY RISE HOT CHANNEL FACTOR

Nuclear enthalpy rise hot channel factor is defined as the ratio of the integral of the

linear power along the rod with the highest total power to the average rod power. This

factor is used in the critical heat flux calculations. It should be noted that the operator

has a direct influence on heat flux hot channel factor, FQ, through movements of

control rods. However, it is not possible to directly control the nuclear enthalpy rise

hot channel factor.

12.5 MULTISCALE AND MULTIPHISICS REACTOR CORE ANALYSIS

The sensitivity analysis and uncertainty quantification are integrated into nuclear

reactor design and safety analyses. In such analyses, it is customary to subdivide

complex reactor systems into smaller tasks with varying scales such as a pin cell, an

assembly, and a core. Each of the tasks contributes to the total uncertainty of the final

coupled system and proper uncertainty propagation through all steps is required.

The sources of input uncertainties in computer code simulations can be divided

into the following three groups:

1. Data uncertainties, such as nuclear data, geometry, and materials.

2. Models and numerical methods, such as approximations in the numerical so-

lutions, nodalization, and homogenization approaches.

3. Imperfect knowledge of boundary and initial conditions.

The two primary categories for quantifying uncertainty encompass deterministic

methods and stochastic methods.

The deterministic method calculates the sensitivity of the system response y with

respect to uncertain input parameter δx using perturbation theory and computes an

estimate for the covariance matrix Cov[y] by linearizing the response y≈ Sδx. Here S

is the sensitivity matrix of the response vector. With the linearization, the covariance

matrix can be calculated by folding sensitivities with the variance and covariance

matrix Cov[δx],
Cov[y]≈ Cov[Sδx] = SCov[δx]ST . (12.25)

The stochastic method relies on the sampling of the uncertain input parameters

provided in the variance and covariance matrix and statistically analyzing the calcu-

lated output responses. The variance is computed as,

Var[y] =
∑

N
i=1(yi − ȳ)2

N −1
, (12.26)

where N is the number of samples and ȳ is the sample mean of the responses.

12.5.1 REACTOR PHYSICS CALCULATIONS

Multiscale modeling and simulation of neutronics consists of three steps, including

cell physics, lattice physics and core physics. The main goal of the cell physics anal-

ysis is to produce multigroup microscopic cross-section libraries. At that stage it is
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convenient to use the perturbation method to compute the sensitivity coefficients of

output variables with respect to nuclear data. Such studies performed for light water

reactors show that some reactions dominate the contribution to the uncertainty of the

multibgroup cross sections and k∞. These output parameters are particularly sensi-

tive to the neutron capture in 238U, neutron capture in 235U, and average number of

neutrons per fission in 235U, ν̄ [92].

The lattice physics model is a 2D fuel assembly model containing all fuel rods,

instrumentation tubes, guide tubes, and other fuel assembly components. During lat-

tice calculations, the uncertainties are propagated to the target output uncertainties

on few-group constants such as homogenized cross-sections and other nodal param-

eters. At the same time, the lattice physics calculations contribute with other sources

of uncertainty due to modeling approximations embedded in the lattice codes.

The core effective multiplication factor, keff, and the core power distribution are

determined during core physics calculations. In the fully-deterministic approach, the

perturbation calculation is performed at both lattice and core levels, and the variance

and covariance matrix of the few-group homogenized constants generated in the lat-

tice calculation is used to evaluate the uncertainty of core responses. Alternatively,

one-step stochastic approach can be applied in which the stochastic sampling is per-

formed on both lattice and core levels. In this way there is direct connection between

lattice calculations to generate the few group cross-section library and the core cal-

culation that relies on this library. In these calculations a standard reactor simulation

procedure is followed in which homogenized constants are first generated, the core

geometry is simplified, and a lower-order solver, such as the nodal diffusion method,

is used. The major modeling variation is due to the choice of the spatial homogeniza-

tion, which can be either on the pin cell level or on the assembly level.

12.5.2 FUEL BEHAVIOR CALCULATIONS

Similarly as the reactor physics analysis, fuel behavior calculations are performed

at various levels of approximation. Detailed models are implemented in fuel perfor-

mance codes whereas rather simplified lumped models are implemented in core sim-

ulation codes which combine neutronics, thermal-hydraulics, and fuel rod behavior.

Propagation of uncertainties between these two approaches and between other core

simulation tools need to be analyzed.

High-fidelity fuel performance codes are used to model a single fuel rod with

detailed descriptions of various parameters, such as, e.g., geometry, fuel enrichment,

and fuel burnup. Such codes also employ mechanistic models for fission gas release,

cladding corrosion, swelling, and other performance-related parameters. The main

parameter from the fuel feedback point of view is the so-called Doppler temperature

needed in full-core coupled multiphysics calculations to calculate Doppler feedback.

Other three important parameters that are obtained include fuel thermal conductivity,

cladding thermal conductivity, and gap conductance. Usually the gap conductance is

expressed in terms of temperature and reactor power, the fuel conductance in terms

of temperature and burnup, and cladding conduction in terms of temperature. The

mean values and uncertainties of these parameters are computed and parameterized
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for each type of fuel rod to be subsequently used in simplified fuel models in core

analysis codes. The data are represented as lookup tables for steady-state analyses

while for transient and accident analyses various analytical expressions are preferred.

12.5.3 THERMAL­HYDRAULIC CALCULATIONS

Thermal-hydraulic calculations provide values of parameters that have influence on

core behavior through various feedback effects. The main parameters of interest are

the coolant temperature, the coolant void fraction, and the cladding surface temper-

ature. These parameters are highly dependent on the flow regime prevailing in the

fuel assembly: single-phase turbulent flow, two-phase nucleate boiling flow, or film

boiling flow with post-CHF heat transfer conditions.

As for neutronics and for fuel behavior analyses, the thermal-hydraulic calcu-

lations can be performed with varying levels of complexity. Computational fluid

dynamics (CFD) approach provides solutions of Reynolds-averaged Navier-Stokes

equations and takes into account geometry details of fuel assemblies with spacers.

Due to high computational efforts, this approach is currently limited to few subchan-

nels or to a single fuel assembly. With increasing computer power, larger core parts

will be analyzed with CFD.

A subchannel code can be used as an efficient tool to propagate uncertainties

on the thermal-hydraulic output parameters. The code runs are repeated many times

with input samples from the specified input distributions of uncertainties on bound-

ary conditions, geometry, and modeling. Through statistical analysis of the results,

conclusions can be drawn about the behavior of the quantities of interest. CFD cal-

culations can be used to assess uncertainties due to modeling and geometry approxi-

mations adopted in the subchannel analysis.

12.6 UNCERTAINTY PROPAGATION

A thorough safety margin prediction involves calculations of mean values and un-

certainties on safety parameters of a core. These calculations combine three major

areas of reactor core analysis: neutronics, thermal-hydraulics, and fuel performance

analysis. In addition, the analyses can be performed on various core scales, starting

from a single pin, through a fuel assembly to whole core analysis. Since all these

types of physics and scales are treated separately, a careful uncertainty propagation

is required to predict safety margins. In particular, it should be noted that uncertain-

ties and variables are correlated. For example, nuclear data uncertainties introduce

uncertainties on the predicted fuel composition, which in turn has impact on the neu-

tronics parameters such as few-group cross sections, on the heat flux, and on the fuel

modeling parameters, such as the gap conductance and the fuel thermal conductivity.

PROBLEMS

PROBLEM 12.1

Explain the reason why the operating margin in a nuclear power plant is needed

and who decides about this margin.
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PROBLEM 12.2

Estimate the required minimum number of code runs for two-sided tolerance

limit for one safety variable with the desired probability content α = 0.95 and

the confidence level β = 0.95.

PROBLEM 12.3

In a hot channel factor analysis of a liquid-metal fuel assembly, the coolant

temperature rise component has the following systematic sub-factors: the power

level 1.03, the inlet flow maldistribution 1.02, the flow simulation bias 1.03, and

the following random sub-factors: the inlet flow maldistribution 1.06, the simu-

lation uncertainty 1.06, the subchannel flow area uncertainty, 1.02. Calculate the

overall hot spot factor for this component.

PROBLEM 12.4

Find an expression for the heat flux channel factor in a cylindrical core with

radius R and height H at rp = 0, assuming that the thermal power density has an

axisymmetric distribution given as q′′′ = q′′′0 J0(ν1r/R)cos(πz/H), where ν1 ≈
2.405 is the smallest root of J0(ν) = 0.



A Notation

A.1 NUMBER NOTATION

In the scientific notation very small and very large numbers are written as values

between 1 and less than 10 multiplied by a power of 10. In the engineering notation

large and small numbers are converted into a value between 1 and less than 1000,

multiplied by a power of 10 in increments of three, such as 10−6, 10−3, 103, 106,

etc. Thus, 3.142·1011 in the scientific notation would be 314.2·109 in the engineering

notation. In this book both systems are employed. For microscopic systems scientific

notation is used, whereas for macroscopic and global systems (such as an energy

system of a whole nuclear power plant) engineering notation is preferred.

A.2 NOMENCLATURE AND SYMBOLS

For the reader’s convenience, the meanings of variables used in equations are ex-

plained immediately after the equations appear. When a series of equations occurs

and the same set of variables is used, any new variable is explained at the first ap-

pearance. The notation used in the book is also provided in the following lists.

LIST OF ROMAN SYMBOLS

Symbol Unit Description and Location where the Symbol First Appears

a m2 s−1 Thermal diffusivity

a or a m s−2 Acceleration, Eq. (4.3)

a′′′i m−1 Solid-liquid interfacial area density in a porous medium,

Eq. (4.148)

A m2 Area, Eq. (4.155)

b N m−3 Body force vector per unit volume, Eq. (4.39)

cp J kg−1 K−1 Specific heat at constant pressure

cv J kg−1 K−1 Specific heat at constant volume

CD - Drag coefficient

C f - Fanning friction factor

d m Particle diameter

d̄ - Path-dependent differential, Eq. (4.43)

D m Pipe diameter

D s−1 Deformation tensor, Eq. (4.14)

Dh m Hydraulic diameter

DH m Heated diameter

eI J kg−1 Specific internal energy, Eq. (4.44)

eK J kg−1 Specific kinetic energy

eIK = eI + eK J kg−1 Stagnation specific internal energy: a sum of specific internal and

kinetic energy, Eq. (4.100)
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LIST OF ROMAN SYMBOLS (CONT.)

Symbol Unit Description and Location where the Symbol First Appears

eP J kg−1 Specific potential energy

eT = eI +eK +eP J kg−1 Specific total energy

EI J Internal energy, Eq. (4.44)

EK J Kinetic energy, Eq. (4.45)

EP J Potential energy, Eq. (4.44)

ET J Total energy, Eq. (4.43)

ex, ey, ez - Unit vectors in the Cartesian coordinates, Eq. (4.1)

F N Force vector, Eq. (4.35)

FB N Body force vector, Eq. (4.39)

FS N Surface force vector, Eq. (4.38)

g or g m s−2 Acceleration due to gravity, Eq. (4.40)

G kg m−2 s−1 Mass flux

H W m−2 K−1 Gap conductance, Eq. (10.79)

i J kg−1 Specific enthalpy, Eq. (4.28)

I - Unit tensor, Eq. (4.20)

J Varies General diffusive flux of Ψ per unit area and unit time, Eq. (4.60)

m kg Mass, Eq. (4.30)

n - Outward-pointing unit vector normal to a surface, Eq. (4.32)

nw - Unit vector normal to a wall, Eq. (4.163)

p Pa Pressure, Eq. (4.20)

p kg m s−1 Linear momentum vector, Eq. (4.35)

PH m Heated perimeter

Pw m Wetted perimeter

q W Thermal power

q′ W m−1 Thermal linear power

q′′ or q′′ W m−2 Heat flux, Eq. (4.47)

q′′′ W m−3 Thermal power density, Eq. (4.48)

Q J Heat, Eq. (4.43)

QB J Bulk heat, Eq. (4.48)

QS J Surface heat, Eq. (4.47)

r m Radial coordinate

r m Position vector, Eq. (4.1)

rC m Position vector of a centroid, Eq. (4.105)

rG m Position vector of a center of mass, Eq. (4.113)

R m Radius

Rsp J kg−1 K−1 Specific gas constant, Table 3.3

Ru J mol−1 K−1 Universal gas constant, Eq. (3.52)

s J kg−1 K−1 Specific entropy, Table 4.1

s m Position vector

S m2 Surface, Eq. (4.59)

Se m2 External surface, Eq. (4.147)

Se f m2 External fluid surface, Eq. (4.147)

Si m2 Internal fluid-solid surface, Eq. (4.147)

Sm m2 Material surface, Eq. (4.32)

t s Time, Eq. (4.1)

T K Temperature

T N m−2 Total stress tensor, Eq. (4.20)

u,v,w m s−1 Velocity vector components in Cartesian coordinates, Eq. (4.1)

u J kg−1 Specific thermal energy, Eq. (4.27)

v m s−1 Velocity vector of fluid, Eq. (4.1)
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LIST OF ROMAN SYMBOLS (CONT.)

Symbol Unit Description and Location where the Symbol First Appears

vn = v ·n m s−1 Velocity of fluid normal to surface S(t), Eq. (4.147)

vr = v−vs m s−1 Relative velocity vector of fluid at surface S(t), Eq. (4.65)

vs m s−1 Velocity vector of surface S(t), Eq. (4.65)

V m3 Volume, Eq. (4.53)

Vm m3 Material volume, Eq. (4.31)

W J Work, Eq. (4.43)

x,y,z m Cartesian coordinates, Eq. (4.1)

LIST OF GREEK SYMBOLS

Symbol Unit Description and Location where the Symbol First Appears

α - Void fraction

ε3 - Volume porosity, Eq. (4.138)

ε2 - Area porosity, Eq. (4.147)

εεε2 - Area porosity tensor, Eq. (4.153)

εn - Porosity of n-dimensional space, Eq. (4.140)

θ ◦ Contact angle, Eq. (8.42)

κ - Specific heat ratio

λ W m−1 K−1 Thermal conductivity, Eq. (4.24)

µ Pa s Dynamic viscosity, Eq. (4.10)

µ ′ Pa s Bulk coefficient of viscosity, Eq. (4.19)

ν m2 s−1 Kinematic viscosity, Eq. (4.10)

ρ kg m−3 Mass density, Eq. (4.31)

σ N m−1 Surface tension

τττ N m−2 Shear stress tensor, Eq. (4.13)

υ m3 kg−1 Specific volume

υM m3 mol−1 Molar volume

φ Varies Volumetric source/sink of Ψ per unit mass and time, Eq. (4.57)

ψ Varies General extensive property Ψ per unit mass, Eq. (4.55)

Γ Varies Sources or sinks of property Ψ per unit time, Eq. (4.54)

∆s J m−3 K−1 s−1 Entropy source per unit volume and time, Table 4.1

Γs Varies Surface part of Γ, Eq. (4.56)

Γsc Varies Convective part of Γs, Eq. (4.58)

Γsd Varies Diffusive part of Γs, Eq. (4.58)

Γv Varies Volumetric part of Γ, Eq. (4.56)

Ψ Varies General extensive property, Eq. (4.54)

OVERLINES

Symbol Description and Location where the Symbol First Appears

f Time average of function f , Eq. (4.74)

f̃ Mass-weighted time average of function f , Eq. (4.88)
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BRACKETS

Symbol Description and Location where the Symbol First Appears

〈 f 〉1 Line average of function f , Eq. (4.108)

〈 f 〉2 Area average of function f , Eq. (4.107)

〈 f 〉3 Volume average of function f , Eq. (4.105)

〈 f 〉n Average of function f in n-dimensional space, Eq. (4.116)

〈 f 〉3ρ Mass-weighted, volume average of function f , Eq. (4.112)

〈 f 〉nρ Mass-weighted average of function f in n-dimensional space, Eq. (4.117)

〈 f 〉3S Volume superficial average of function f , Eq. (4.139)

〈 f 〉nS Superficial average of function f in n-dimensional space, Eq. (4.140)

〈 f 〉nI Intrinsic average of function f in n-dimensional space, Eq. (4.140)

〈 f 〉nIρ Mass-weighted intrinsic average of f in n-dimensional space, Eq. (4.142)

〈 f 〉2I e External area-averaged function f , Eq. (4.148)

〈 f 〉2I i Internal area-averaged function f , Eq. (4.148)

SUBSCRIPTS

Symbol Description and Location where the Symbol First Appears

f Saturated liquid phase

g Saturated vapor phase, gas phase

h Hydraulic

H Heated

l Liquid phase

v Vapor phase

w Wetted, wall

SUPERSCRIPTS

Symbol Description and Location where the Symbol First Appears

f ′ Fluctuation of function f from f , Eq. (4.75)

f ′′ Fluctuation of function f from f̃ , Eq. (4.90)

f ⋆3 Deviation of function f from 〈 f 〉3, Eq. (4.109)

f ⋆n Deviation of function f from 〈 f 〉n, Eq. (4.116)

f ⋆3ρ Deviation of function f from 〈 f 〉3ρ , Eq. (4.114)

f ⋆nρ Deviation of function f from 〈 f 〉nρ , Eq. (4.117)

f ⋆nIρ Deviation of function f from 〈 f 〉nIρ , Eq. (4.144)

τT Transpose of a tensor, Table 4.1

OTHER SYMBOLS

Symbol Description and Location where the Symbol First Appears

≡ Defined as

≈, ∼= Approximately equal to

∇· Divergence operator, Eq. (4.33)

∂
∂ t

Time derivative in the Eulerian frame of reference, Eq. (4.5)

D
Dt

Time derivative in the Lagrangian frame of reference, Eq. (4.6)



B Useful Mathematical
Formulas

This appendix provides a concise overview of integral theorems, averaging rules,

and different forms of balance equations. While the content here is designed to be

somewhat self-contained, it does not delve into detailed explanations or rigorous

proofs. For a deeper understanding, readers are encouraged to refer to specialized

texts available on the subject.

B.1 INTEGRAL THEOREMS

Integral theorems are used in the transformation of conservation equations. They are

presented in the following subsections.

DIVERGENCE THEOREM

The divergence theorem, also referred to as the Gauss integral theorem, states an

equivalence of the volume integral over the volume V and the surface integral over

the boundary S of the volume V . For any vector or tensor quantity Ψ the divergence

theorem is as follows,

∫∫∫

V (t)
∇ ·ΨdV =

∫∫

S(t)
Ψ ·ndS, (B.1)

where n is a unit vector directed normally outward from S. Closely related theorem

of the rotational is as follows,

∫∫∫

V (t)
∇×ΨdV =

∫∫

S(t)
n×ΨdS. (B.2)

For any scalar function Φ, the following theorem of the gradient is valid,

∫∫∫

V (t)
∇ΦdV =

∫∫

S(t)
ΦndS. (B.3)

LEIBNIZ’S RULES

Leibniz’s rules are useful to find a derivative with respect to time of a time-

dependent quantity integrated over a time dependent region. For one-dimensional

case, assuming that the region is a segment of x-axis, the rule is as follows,

d

dt

[∫ b(t)

a(t)
f (x, t)dx

]
=
∫ b(t)

a(t)

∂ f (x, t)

∂ t
dx+ f (b, t)

db(t)

dt
− f (a, t)

da(t)

dt
. (B.4)
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The physical interpretation of the rule will be more clear when it is written as follows,

d

dt

[∫ b(t)

a(t)
f (x, t)dx

]
=
∫ b(t)

a(t)

∂ f (x, t)

∂ t
dx+ f (b, t)vb ·nb + f (a, t)va ·na, (B.5)

where

va =
da(t)

dt
, vb =

db(t)

dt
, na =−ex, nb = ex. (B.6)

Here ex is a unit vector in the x-axis direction. It can be seen that the two last terms

in Eq. (B.5) contain the velocity of displacement of integration boundaries and they

represent the effect of the boundary movement on the overall value of the time deriva-

tive.

For a two-dimensional case, assuming that the region is an area A(t) located on

the x-y plane and surrounded with a contour C(t), the corresponding formulation of

Leibniz’s rule is as follows,

d

dt

[∫∫

A(t)
f (x,y, t)dA

]
=
∫∫

A(t)

∂ f (x,y, t)

∂ t
dA+

∫

C(t)
f (x,y, t)v ·ndC. (B.7)

For three-dimensional case, when integration is over a volume V (t) surrounded with

a surface S(t), Leibniz’ rule becomes,

d

dt

[∫∫∫

V (t)
f (x,y,z, t)dV

]
=

∫∫∫

V (t)

∂ f (x,y,z, t)

∂ t
dV +

∫∫

S(t)
f (x,y,z, t)v ·ndS

. (B.8)

Vector n in Eqs. (B.7) and (B.8), similarly as for the one-dimensional case, is a

unit normal vector pointing outwards from the region of integration. It should be

remembered here that vector v on the right-hand-side of Eq. (B.8) represents the

velocity of boundary S(t).
The Leibniz rule is also applicable when integration is taken over a time interval

[t1; t2] as follows,

d

dt

[∫ t2(t)

t1(t)
f (x,τ)dτ

]
=
∫ t2(t)

t1(t)

∂ f (x,τ)

∂τ
dτ + f (t2, t)

dt2(t)

dt
− f (t1, t)

dt1(t)

dt
. (B.9)

REYNOLDS’ TRANSPORT THEOREM

Reynolds’ transport theorem is given as follows

D

Dt

(∫∫∫

Vm(t)
f (r, t)dV

)
=
∫∫∫

Vm(t)

∂ f (r, t)

∂ t
dV +

∫∫

Sm(t)
f (r, t)v ·ndS, (B.10)
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where n is the unit normal vector pointing out of volume Vm(t) at the surface Sm(t)
and v is the velocity vector. This equation is useful to transform the derivatives of

integrals from material-based coordinates (Lagrangian frame of reference) on the

left-hand side into spatial coordinates (Eulerian frame of reference) on the right-hand

side. Note that the integration is performed over a material volume Vm(t) bounded

by a material surface Sm(t).

LEIBNIZ RULE FOR TIME AVERAGING

The phase characteristic function, Xk(r, t), is defined as follows,

Xk(r, t) =

{
1 if phase k present at point r at time t

0 otherwise
. (B.11)

An instant multiphase flow configuration is shown in Fig. B.1. We use three-phase

flow of phases A, B, and C as an example. Path s–s in the figure represents a collec-

t1 t2 t3 t4 t5 t6 t7

A

B

C

B
A

XA

XB

XC

t1

t2
t3

t4
t5

t6

t7

s

s

Figure B.1 Phase characteristic functions for three-phase flow.

tion of traces in the three-phase flow when passing through a certain point P(x,y,z)
in the space. Let us denote the interface between phases A and B as A ≀B. At time



326 Thermal Safety Margins in Nuclear Reactors

instant t1 the interface A ≀B is crossing point P. At this time instant the characteris-

tic function for phase A jumps from 1 to 0, whereas the characteristic function for

phase B jumps from 0 to 1. This means that for t < t1 point P is occupied by phase

A and for time t > t1 it is occupied by phase B. This is only possible if nAB ·vi < 0 at

point P and time t1. Here nAB is a vector normal to the interface A ≀B pointing from

phase A to phase B and vi is the interface velocity vector while crossing point P. If

this condition is not satisfied, the interface will not cross point P and the point will

remain within phase A. In a similar manner, at time t2 the condition that the interface

crosses point P is that nAB ·vi > 0.

It can be noted that the characteristic functions for phases A,B, and C can be

represented as,

XA = XA0 −Θ(t − t1)+Θ(t − t2)−Θ(t − t3)+Θ(t − t5)

−Θ(t − t6)+Θ(t − t7)
, (B.12)

XB = XB0 +Θ(t − t1)−Θ(t − t2)+Θ(t − t4)−Θ(t − t5)

+Θ(t − t6)−Θ(t − t7)
, (B.13)

XC = XC0 +Θ(t − t3)−Θ(t − t4). (B.14)

Here Θ(t) is the step (Heaviside’s) function of time and XA0,XB0, and XC0 are initial

values (at time t = 0) of characteristic functions XA,XB, and XC, respectively. The

characteristic function for phase k can, in general, be written as,

Xk = Xk0 +∑
j

(
nki ·vi

|nki ·vi|

)

j

Θ(t − t j), (B.15)

where nki is a vector normal to the interface pointing out from phase k. The summa-

tion is over all time instants when interface to phase k is crossed (in either direction).

It should be noted here that the interface velocity vector vi is in general different

from the phasic velocity at the interface vki. The two velocities are equal only when

the interface is a material surface.

The phase characteristic function can be used to define any phasic quantity, such

as phasic velocity vector, phasic pressure, phasic enthalpy (internal energy), or phasic

density. If f (x,y,z, t) is any scalar or vector variable, then we can consider a product

fk = Xk f as the value of the variable pertinent to phase k. The temporal behavior of

the phase characteristic function that selects field function fk for phase k is shown in

Fig. B.2.

The phasic time average of function fk(r, t) is defined as,

fk(r, t)
T
= Xk(r, t) f (r, t)

T ≡ 1

T

∫ t

t−T
Xk(r, t

′) f (r, t ′)dt ′. (B.16)

Based on the fk function representation shown in Fig. B.2, the time-averaging inte-

gration can be expressed as the following sum,

∫ t

t−T
Xk f dt ′ =

∫ t2

t−T
f dt ′+

∫ t4

t3

f dt ′+ ...+
∫ t

t2n−1

f dt ′. (B.17)
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t1

t −T

t2 t3 t4 t5 t6 t2n−1

t

t2n t

Xk

fk

f

T

Figure B.2 Temporal behavior of the phase characteristic function that selects field

function f for phase k.

Combining Eqs. (B.16) and (B.17) yields the following temporal partial derivative

of time-averaged function,

∂
[
Xk f (t)

T
]

∂ t
=

1

T
[ f (t)− f (t −T )] , (B.18)

which is consistent with a definition of a partial derivative of a function. In addition,

we have,

Xk

∂ f

∂ t

T

=
1

T

(∫ t2

t−T

∂ f

∂ t ′
dt ′+

∫ t4

t3

∂ f

∂ t ′
dt ′+ ...+

∫ t

t2n−1

∂ f

∂ t ′
dt ′
)
. (B.19)

Integrating the functions on the right hand side yields,

Xk

∂ f

∂ t

T

=
1

T

[
f (t)− f (t+2n−1)+ ...+ f (t−4 )− f (t+3 )+ f (t−2 )− f (t −T )

]
. (B.20)

Combining Eqs. (B.20) and (B.18) gives,

∂
[
Xk f (t)

T
]

∂ t
= Xk

∂ f

∂ t

T

− 1

T

[
− f (t+2n−1)+ ...+ f (t−4 )− f (t+3 )+ f (t−2 )

]
. (B.21)
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As can be seen, the time derivative of the time average of a discontinuous function fk

is equal to the time average of the time derivative of a function minus an additional

term resulting from the function discontinuities during the averaging period. The

plus or minus signs at time instants ti indicate that the function value should be taken

when phase k is present.

B.2 BALANCE EQUATIONS

Differential balance equations of mass, linear momentum, and total energy are given

in this section.

MASS BALANCE EQUATION

In the general form:

∂ρ

∂ t
+∇ · (ρv) = 0 . (B.22)

In the Cartesian coordinates (x,y,z):

∂ρ

∂ t
+

∂ (ρu)

∂x
+

∂ (ρv)

∂y
+

∂ (ρw)

∂ z
= 0 . (B.23)

In the cylindrical coordinates (r,θ ,z):

∂ρ

∂ t
+

1

r

∂ (ρru)

∂ r
+

1

r

∂ (ρv)

∂θ
+

∂ (ρw)

∂ z
= 0 . (B.24)

In the spherical coordinates (r,θ ,φ):

∂ρ

∂ t
+

1

r2

∂

∂ r

(
ρr2u

)
+

1

r sinθ

∂

∂θ
(ρvsinθ)+

1

r sinθ

∂

∂φ
(ρw) = 0 . (B.25)

MOMENTUM BALANCE EQUATION

In terms of the total shear stress tensor T:

ρ

(
∂v

∂ t
+v ·∇v

)
= ∇ ·T+ρg. (B.26)

In terms of the pressure gradient ∇p and the viscous shear stress τττ:

ρ

(
∂v

∂ t
+v ·∇v

)
=−∇p+∇ · τττ +ρg. (B.27)

In terms of the components of the shear stress tensor:

In the Cartesian coordinates (x,y,z):

x-component:

ρ

(
∂u

∂ t
+u

∂u

∂x
+ v

∂u

∂y
+w

∂u

∂ z

)
=−∂ p

∂x
+

∂τxx

∂x
+

∂τyx

∂y
+

∂τzx

∂ z
+ρgx, (B.28)
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y-component:

ρ

(
∂v

∂ t
+u

∂v

∂x
+ v

∂v

∂y
+w

∂v

∂ z

)
=−∂ p

∂y
+

∂τxy

∂x
+

∂τyy

∂y
+

∂τzy

∂ z
+ρgy, (B.29)

z-component:

ρ

(
∂w

∂ t
+u

∂w

∂x
+ v

∂w

∂y
+w

∂w

∂ z

)
=−∂ p

∂ z
+

∂τxz

∂x
+

∂τyz

∂y
+

∂τzz

∂ z
+ρgz. (B.30)

The components of the shear stress tensor:

τxx = 2µ
∂u

∂x
−
(

2

3
µ −µ ′

)(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)
, (B.31)

τyy = 2µ
∂v

∂y
−
(

2

3
µ −µ ′

)(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)
, (B.32)

τzz = 2µ
∂w

∂ z
−
(

2

3
µ −µ ′

)(
∂u

∂x
+

∂v

∂y
+

∂w

∂ z

)
, (B.33)

τxy = τyx = µ

(
∂v

∂x
+

∂u

∂y

)
, (B.34)

τyz = τzy = µ

(
∂w

∂y
+

∂v

∂ z

)
, (B.35)

τzx = τxz = µ

(
∂u

∂ z
+

∂w

∂x

)
, (B.36)

Based on the Stokes hypothesis, it can be assume that µ ′ = 0.

In the cylindrical coordinates (r,θ ,z):

r-component:

ρ

(
∂u

∂ t
+u

∂u

∂ r
+

v

r

∂u

∂θ
+w

∂u

∂ z
− v2

r

)
=−∂ p

∂ r
+

1

r

∂ (rτrr)

∂ r
+

1

r

∂τθr

∂θ
+

∂τzr

∂ z
− τθθ

r
+ρgr

, (B.37)

θ -component:

ρ

(
∂v

∂ t
+u

∂v

∂ r
+

v

r

∂v

∂θ
+w

∂v

∂ z
+

uv

r

)
=−1

r

∂ p

∂θ
+

1

r2

∂ (r2τrθ )

∂ r
+

1

r

∂τθθ

∂θ
+

∂τzθ

∂ z
+ρgθ

, (B.38)
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z-component:

ρ

(
∂w

∂ t
+u

∂w

∂ r
+

v

r

∂w

∂θ
+w

∂w

∂ z

)
=−∂ p

∂ z
+

1

r

∂ (rτrz)

∂ r
+

1

r

∂τθz

∂θ
+

∂τzz

∂ z
+ρgz

. (B.39)

The components of the shear stress tensor:

τrr = 2µ
∂u

∂ r
−
(

2

3
µ −µ ′

)(
1

r

∂

∂ r
(ru)+

1

r

∂v

∂θ
+

∂w

∂ z

)
, (B.40)

τθθ = 2µ

(
1

r

∂v

∂θ
+

u

r

)
−
(

2

3
µ −µ ′

)(
1

r

∂

∂ r
(ru)+

1

r

∂v

∂θ
+

∂w

∂ z

)
, (B.41)

τzz = 2µ
∂w

∂ z
−
(

2

3
µ −µ ′

)(
1

r

∂

∂ r
(ru)+

1

r

∂v

∂θ
+

∂w

∂ z

)
, (B.42)

τrθ = τθr = µ

[
r

∂

∂ r

(v

r

)
+

1

r

∂u

∂θ

]
, (B.43)

τθz = τzθ = µ

(
1

r

∂w

∂θ
+

∂v

∂ z

)
, (B.44)

τzr = τrz = µ

(
∂u

∂ z
+

∂w

∂ r

)
. (B.45)

For Newtonian Fluids with Constant Density and Viscosity

In the general form:

ρ

(
∂v

∂ t
+v ·∇v

)
=−∇p+µ∇2v+ρg. (B.46)

In the Cartesian coordinates (x,y,z):

x-component:

ρ

(
∂u

∂ t
+u

∂u

∂x
+ v

∂u

∂y
+w

∂u

∂ z

)
=−∂ p

∂x
+µ

[
∂ 2u

∂x2
+

∂ 2u

∂y2
+

∂ 2u

∂ z2

]
+ρgx, (B.47)

y-component:

ρ

(
∂v

∂ t
+u

∂v

∂x
+ v

∂v

∂y
+w

∂v

∂ z

)
=−∂ p

∂y
+µ

[
∂ 2v

∂x2
+

∂ 2v

∂y2
+

∂ 2v

∂ z2

]
+ρgy, (B.48)

z-component:

ρ

(
∂w

∂ t
+u

∂w

∂x
+ v

∂w

∂y
+w

∂w

∂ z

)
=−∂ p

∂ z
+µ

[
∂ 2w

∂x2
+

∂ 2w

∂y2
+

∂ 2w

∂ z2

]
+ρgz. (B.49)
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In the cylindrical coordinates (r,θ ,z):

r-component:

ρ

(
∂u

∂ t
+u

∂u

∂ r
+

v

r

∂u

∂θ
+w

∂u

∂ z
− v2

r

)
=−∂ p

∂ r
+

µ

[
∂

∂ r

(
1

r

∂ (ru)

∂ r

)
+

1

r2

∂ 2u

∂θ 2
+

∂ 2u

∂ z2
− 2

r2

∂v

∂θ

]
+ρgr

, (B.50)

θ -component:

ρ

(
∂v

∂ t
+u

∂v

∂ r
+

v

r

∂v

∂θ
+w

∂v

∂ z
+

uv

r

)
=−1

r

∂ p

∂θ
+

µ

[
∂

∂ r

(
1

r

∂ (rv)

∂ r

)
+

1

r2

∂ 2v

∂θ 2
+

∂ 2v

∂ z2
+

2

r2

∂u

∂θ

]
+ρgθ

, (B.51)

z-component:

ρ

(
∂w

∂ t
+u

∂w

∂ r
+

v

r

∂w

∂θ
+w

∂w

∂ z

)
=−∂ p

∂ z
+

µ

[
1

r

∂

∂ r

(
r

∂w

∂ r

)
+

1

r2

∂ 2w

∂θ 2
+

∂ 2w

∂ z2

]
+ρgz

. (B.52)

ENERGY BALANCE EQUATION

In terms of the rate of change of the kinetic energy

ρ

(
∂eK

∂ t
+v ·∇eK

)
= ∇ · [(τττ − pI) ·v]+ p∇ ·v+v ·ρg− τττ : ∇v, (B.53)

where eK = 1
2
v2 = 1

2
|v|2 is the fluid kinetic energy per unit mass and I is the unity

tensor.

In terms of the temperature

For heat transfer problems, the following energy conservation equation is valid:

ρcp

(
∂T

∂ t
+v ·∇T

)
= ∇ ·λ∇T −∇ ·q′′

r +q
′′′
+βT

(
∂ p

∂ t
+v ·∇p

)
+φ , (B.54)

where q
′′
r is the heat flux vector due to radiation, q

′′′
is the heat source, β is the

volumetric thermal expansion coefficient of the fluid, and φ ≡ τττ : ∇v = ∇ · (τττ ·v)−
v ·(∇ ·τττ) is the energy dissipation term. For incompressible materials cp = cv is valid.
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In the Cartesian coordinates (x,y,z):

ρcp

(
∂T

∂ t
+u

∂T

∂x
+ v

∂T

∂y
+w

∂T

∂ z

)
=

∂

∂x

(
λ

∂T

∂x

)
+

∂

∂y

(
λ

∂T

∂y

)
+

∂

∂ z

(
λ

∂T

∂ z

)

−
(

∂q
′′
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∂x
+

∂q
′′
ry

∂y
+

∂q
′′
rz

∂ z

)
+q

′′′

+βT

(
∂ p

∂ t
+u

∂ p

∂x
+ v

∂ p

∂y
+w

∂ p

∂ z

)
+φ

, (B.55)

where q
′′
rx, q

′′
ry, and q

′′
rz are components of the radiation heat flux vector q

′′
r .

In the cylindrical coordinates (r,θ ,z):

ρcp

(
∂T

∂ t
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∂T

∂ r
+
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r

∂T

∂θ
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, (B.56)

where q
′′
rr, q

′′
rθ , and q

′′
rz are components of the radiation heat flux vector q

′′
r in the

cylindrical coordinate system.



C Correlations

In this Appendix we provide selected correlations for friction factors and heat trans-

fer coefficients.

C.1 FRICTION FACTORS

DEFINITIONS

The Darcy friction factor:

Λ =
4τw

1
2
ρU2

=
8τw

ρU2
, (C.1)

where τw is the wall shear stress, ρ is the fluid density, and U is the mean velocity of

the fluid flowing in the channel.

The Fanning friction factor:

C f =
τw

1
2
ρU2

=
2τw

ρU2
, (C.2)

where all parameters have the same definitions as above.

Reynolds number:

Re =
UDh

ν
=

ρUDh

µ
, (C.3)

where Dh is the hydraulic diameter.

Hydraulic diameter:

Dh =
4A

Pw

, (C.4)

where A is the cross-section area of a channel and Pw is its wetted perimeter.

LAMINAR FLOW FORMULAS

Circular tube:

Λ =
64

Re
, (C.5)

where Re is the Reynolds number. The formula is valid for Re < 2000.
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TURBULENT FLOW FORMULAS

Blasius correlation:

Λ =
0.3164

Re0.25
, (C.6)

where Re is the Reynolds number. The correlation is valid for 4 ·103 <Re< 105 [19].

Colebrook correlation:
1√
Λ

=−2log10

(
ε/D

3.7
+

2.51

Re
√

Λ

)
, (C.7)

where Re is the Reynolds number, D is the diameter in m, and ε is the wall roughness

in m. The correlation is valid for rough tubes and Re > 4 ·103 [44].

Moody correlation:

Λ = 1.375×10−3

[
1+

(
2×104 ε

D
+

106

Re

)1/3
]
, (C.8)

where Re is the Reynolds number, D is the diameter in m, and ε is the wall roughness

in m. The correlation is valid for 4000 < Re < 108 and 0 < ε/D < 1 [166].

Haaland correlation:

Λ =

{
−1.8log10

[(
ε/D

3.7

)1.11

+
6.9

Re

]}−2

, (C.9)

where Re is the Reynolds number, D is the diameter in m, and ε is the wall roughness

in m. The correlation is valid for 4 ·103 < Re < 108 and 10−6 < ε/D < 0.05 [82].

C.2 HEAT TRANSFER

DEFINITIONS

Film Temperature:

Tf =
1

2
(Tb +Tw) , (C.10)

where Tb is the far-field or bulk temperature and Tw is the wall temperature.

Nusselt number:

Nu =
hD

λ
, (C.11)

where h is the heat transfer coefficient, D is the diameter, and λ is the thermal con-

ductivity.
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Rayleigh number:

RaH =
gβ∆T H3

aν
, (C.12)

where β is the thermal expansion coefficient, ∆T is the scale of the temperature dif-

ference, H is the height, a is the thermal diffusivity, and ν is the kinematic viscosity.

INTERNAL CONVECTION

Natural Laminar Convection

The recommended heat transfer correlation for laminar natural convection in a rect-

angular enclosure heated and cooled from the side is as follows,

NuH = 0.22

(
Pr

0.2+Pr
RaH

)0.28(
L

H

)0.09

, (C.13)

for

2 <
H

L
< 10, Pr < 105, RaH < 1013 ,

and

NuH = 0.18

(
Pr

0.2+Pr
RaH

)0.29(
L

H

)−0.13

, (C.14)

for

1 <
H

L
< 2, 10−3 < Pr < 105, 103 <

Pr

0.2+Pr
RaH

(
L

H

)3

.

Here NuH = q′′H/(λ∆T ), H is the height of the enclosure, L is the length of the

enclosure, Pr is the Prandtl number, and RaH is the Rayleigh number [29].

Laminar Forced Convection

Constant wall temperature:

Nu = 3.658 . (C.15)

Constant wall heat flux:

Nu = 4.364 . (C.16)

Hausen correlation:

Nu = 3.66+
0.0668 D

L
RePr

1+0.04(D
L

RePr)
2/3

, (C.17)

where Re is the Reynolds number, Pr is the Prandtl number, D is the tube diameter

in m, and L is the tube length in m [85].
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Sieder-Tate correlation:

Nu = 1.86

(
D

L
RePr

)1/3( µb

µw

)0.14

, (C.18)

where Re is the Reynolds number, Pr is the Prandtl number, µb is the fluid dynamic

viscosity at the mean bulk temperature, and µw is the fluid dynamic viscosity at the

wall temperature [203].

Turbulent Forced Convection

Dittus-Boelter correlation:

Nu = 0.023Re4/5Prn, (C.19)

where Re is the Reynolds number and Pr is the Prandtl number. The Prandtl number

exponent is n = 0.3 when the fluid is being cooled and n = 0.4 when the fluid is

being heated. The correlation is valid for 0.7 < Pr < 120, 2500 < Re < 1.24 · 105,

and L/D > 60 [56].

Sieder-Tate correlation:

Nu = 0.027Re4/5Pr1/3

(
µb

µw

)0.14

, (C.20)

where Re is the Reynolds number, Pr is the Prandtl number, µb is the fluid dynamic

viscosity at the mean bulk temperature, and µw is the fluid dynamic viscosity at

the wall temperature. The correlation is valid for 0.7 < Pr < 1.67 · 104 and 104 <
Re [203].

Colburn correlation:

Nu = 0.023Re0.8Pr1/3, (C.21)

where Re is the Reynolds number and Pr is the Prandtl number. The correlation is

valid for 0.5 < Pr < 3 and 104 < Re < 105 [40].

Friend-Metzner correlation:

Nu =
(Λ/8)RePr

1.2+11.8(Λ/8)0.5(Pr−1)Pr−1/3
, (C.22)

where Λ is the Darcy friction factor, Re is the Reynolds number, and Pr is the Prandtl

number. The correlation is valid for 50 < Pr < 600 and 5 ·104 < Re < 5 ·106 [71].

Sandall et al. correlation:

Nu =
(Λ/8)RePr

12.48Pr2/3 −7.853Pr1/3 +3.613lnPr+5.8+C

C = 2.78ln

[(
Λ

8

)0.5
Re

45

]
,

(C.23)
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where Λ–the Darcy friction factor, Re is the Reynolds number, and Pr is the Prandtl

number. The correlation is valid for 0.5 < Pr < 2 ·103 and 104 < Re < 5 ·106 [191].

Gnielinski correlation:

Nu =
(Λ/8)(Re−1000)Pr

1+12.7(Λ/8)1/2(Pr2/3 −1)
, (C.24)

where Λ–the Darcy friction factor, Re is the Reynolds number, and Pr is the Prandtl

number. The correlation is valid for 0.5 < Pr < 2 ·103 and 2300 < Re < 5 ·106 [77].

EXTERNAL CONVECTION

Natural Convection

Crossflow around a horizontal cylinder:

NuD =

{
0.6+

0.387Ra
1/6
D

[1+(0.559/Pr)9/16]8/27

}2

, (C.25)

where RaD is the Rayleigh number and Pr is the Prandtl number. This equation is

valid for 10−5 < RaD < 1012 and the entire Prandtl number range [35].

Flow around a sphere:

NuD = 2+
0.589 Ra

1/4
D[

1+(0.469/Pr)9/16
]4/9

, (C.26)

where RaD is the Rayleigh number and Pr is the Prandtl number. This correlation is

valid for Pr & 0.7 and RaD < 1011 [36].

Forced Convection

Crossflow around a single cylinder:

Nu = 0.3+
0.62Re0.5Pr1/3

[
1+(0.4/Pr)2/3

]0.25

[
1+

(
Re

282000

)5/8
]0.8

, (C.27)

where Re is the Reynolds number and Pr is the Prandtl number, both evaluated at the

film temperature [37].



D Data Tables

D.1 STEAM­WATER PROPERTIES

The properties shown in this section are based on the IAPWS-IF97 standard. Density

(ρ), specific enthalpy (i), dynamic viscosity (µ), specific heat (cp), thermal conduc-

tivity (λ ), and specific entropy (s) are provided for sub-cooled water and superheated

steam. For saturation conditions, the following properties are provided: pressure (p),

temperature (Tsat ), specific enthalpy of water (i f ), specific enthalpy of steam (ig), la-

tent heat (i f g = ig − i f ), specific entropy of water (s f ), specific entropy of steam (sg),

entropy of vaporization (s f g = sg − s f ), and surface tension (σ ).

Sub­cooled and Superheated Conditions

p T ρ i µ cp λ s

(bar) (◦C) (kg/m3) (kJ/kg) (µPa·s) (kJ/kg K) (W/kg K) (kJ/kg K)

1 50 988.047 209.412 546.852 4.17956 0.64051 0.70375

1 70 977.779 293.074 403.900 4.18810 0.65961 0.95495

1 90 965.318 376.992 314.413 4.20502 0.67302 1.19263

1 95 961.894 398.030 297.286 4.21057 0.67555 1.25017

1 99.6059 f 958.637 417.436 282.947 4.21615 0.67759 1.30256

1 99.6059g 0.59031 2674.95 12.2561 2.07594 0.02475 7.35881

1 105 0.58124 2686.09 12.4568 2.05460 0.02514 7.38847

1 110 0.57313 2696.32 12.6444 2.03992 0.02551 7.41536

1 130 0.54309 2736.72 13.4059 2.00391 0.02710 7.51814

1 150 0.51634 2776.59 14.1830 1.98566 0.02880 7.61467

10 130 935.211 546.882 213.084 4.26285 0.68525 1.63392

10 150 917.304 632.575 182.593 4.30857 0.68421 1.84137

10 170 897.586 719.320 159.605 4.36867 0.67886 2.04166

10 175 892.358 741.207 154.727 4.38647 0.67686 2.09077

10 179.886 f 887.127 762.683 150.248 4.40511 0.67465 2.13843

10 179.886g 5.14539 2777.12 15.0220 2.71498 0.03540 6.58498

10 185 5.06580 2790.70 15.2439 2.60350 0.03549 6.61479

10 190 4.99205 2803.52 15.4608 2.52852 0.03564 6.64262

10 210 4.72720 2852.20 16.3254 2.36144 0.03662 6.74555

10 230 4.49848 2898.45 17.1867 2.27017 0.03803 6.83935

20 165 903.304 698.085 165.047 4.34830 0.68132 1.99095

20 185 882.210 785.746 146.059 4.42128 0.67287 2.18657

20 205 858.983 875.096 130.947 4.51844 0.66021 2.37744

20 210 852.803 897.760 127.628 4.54761 0.65637 2.42460

20 212.385 f 849.798 908.622 126.107 4.56234 0.65444 2.44702

20 212.385g 10.0421 2798.38 16.1449 3.19036 0.04165 6.33916

20 215 9.95172 2806.59 16.2653 3.09115 0.04156 6.35603

20 220 9.78788 2821.67 16.4955 2.94874 0.04146 6.38676

20 240 9.21758 2877.21 17.4060 2.64811 0.04178 6.49719
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p T ρ i µ cp λ s

(bar) (◦C) (kg/m3) (kJ/kg) (µPa·s) (kJ/kg K) (W/kg K) (kJ/kg K)

20 260 8.74124 2928.47 18.3042 2.49094 0.04280 6.59522

30 185 882.895 786.231 146.307 4.41656 0.67368 2.18516

30 205 859.771 875.472 131.199 4.51220 0.66112 2.37580

30 225 834.169 966.942 118.797 4.64161 0.64424 2.56319

30 230 827.319 990.247 116.016 4.68102 0.63931 2.60974

30 233.858 f 821.895 1008.37 113.947 4.71380 0.63530 2.64562

30 233.858g 15.0006 2803.26 16.9033 3.61228 0.04670 6.18579

30 235 14.9339 2807.35 16.9578 3.55258 0.04660 6.19384

30 240 14.6569 2824.56 17.1974 3.34354 0.04628 6.22755

30 260 13.7196 2886.42 18.1401 2.90697 0.04594 6.34585

30 280 12.9607 2942.16 19.0637 2.68542 0.04660 6.44851

50 215 848.994 921.516 125.226 4.55759 0.65517 2.46625

50 235 822.272 1014.05 113.872 4.70373 0.63636 2.65202

50 255 792.192 1110.06 104.056 4.91017 0.61276 2.83731

50 260 784.020 1134.77 101.771 4.97552 0.60602 2.88388

50 263.943 f 777.360 1154.50 100.008 5.03218 0.60046 2.92075

50 263.943g 25.3509 2794.23 18.0327 4.43784 0.05564 5.97370

50 265 25.2219 2798.88 18.0857 4.35703 0.05545 5.98235

50 270 24.6503 2819.84 18.3371 4.04602 0.05469 6.02113

50 290 22.8018 2893.00 19.3191 3.36622 0.05318 6.15348

50 310 21.3827 2956.58 20.2736 3.02176 0.05315 6.26445

70 235 824.240 1014.38 114.398 4.68438 0.63860 2.64788

70 255 794.608 1109.91 104.626 4.88106 0.61545 2.83226

70 275 760.633 1210.24 95.8194 5.17298 0.58690 3.01868

70 280 751.244 1236.34 93.7016 5.26978 0.57878 3.06608

70 285.83 f 739.724 1267.44 91.2529 5.40039 0.56873 3.12199

70 285.83g 36.5236 2772.57 18.9606 5.35404 0.06437 5.81463

70 290 35.6584 2793.98 19.1739 4.93602 0.06321 5.85279

70 295 34.7341 2817.70 19.4277 4.57120 0.06211 5.89473

70 315 31.8273 2899.57 20.4198 3.72521 0.05968 6.03644

70 335 29.6751 2969.28 21.3836 3.28458 0.05912 6.15302

90 255 796.965 1109.82 105.187 4.85349 0.61808 2.82731

90 275 763.650 1209.44 96.4513 5.12787 0.59017 3.01243

90 295 724.282 1316.03 88.1505 5.57120 0.55578 3.20336

90 300 713.071 1344.27 86.0630 5.73047 0.54590 3.25286

90 303.347 f 705.158 1363.65 84.6519 5.85416 0.53893 3.28657

90 303.347g 48.7973 2742.88 19.8302 6.47619 0.07378 5.67901

90 305 48.2101 2753.35 19.9126 6.19242 0.07302 5.69714

90 310 46.6216 2782.61 20.1625 5.55785 0.07106 5.74754

90 330 41.9577 2878.87 21.1488 4.25988 0.06661 5.90996

90 350 38.7321 2957.22 22.1128 3.63702 0.06497 6.03781

110 270 775.183 1183.49 99.1686 5.01117 0.60069 2.96011

110 290 738.514 1287.02 90.9210 5.37032 0.56894 3.14725

110 310 693.719 1400.08 82.6809 6.00704 0.52945 3.34447

110 315 680.510 1430.72 80.5130 6.25681 0.51793 3.39679

110 318.081 f 671.796 1450.28 79.1380 6.44269 0.51042 3.42995

110 318.081g 62.5239 2706.39 20.7156 7.91681 0.08464 5.55453
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p T ρ i µ cp λ s

(bar) (◦C) (kg/m3) (kJ/kg) (µPa·s) (kJ/kg K) (W/kg K) (kJ/kg K)

110 320 61.4344 2721.07 20.8020 7.40624 0.08328 5.57932

110 325 58.9813 2755.61 21.0326 6.48019 0.08036 5.63730

110 345 52.2055 2864.80 21.9762 4.72521 0.07375 5.81702

110 365 47.7809 2950.60 22.9199 3.93839 0.07069 5.95368

130 280 760.638 1233.53 95.6254 5.12483 0.58889 3.04664

130 300 721.600 1339.92 87.6056 5.55148 0.55462 3.23555

130 320 672.705 1458.02 79.2983 6.36059 0.51168 3.43800

130 325 657.886 1490.64 77.0374 6.70089 0.49904 3.49276

130 330.857 f 638.371 1531.40 74.2013 7.25793 0.48288 3.56058

130 330.857g 78.2159 2662.89 21.6783 9.90715 0.09803 5.43388

130 335 74.6713 2700.35 21.8236 8.32392 0.09370 5.49568

130 340 71.2780 2738.92 22.0193 7.19537 0.08981 5.55886

130 360 62.2874 2858.09 22.8859 5.08166 0.08091 5.75029

130 380 56.6452 2949.64 23.7914 4.17422 0.07548 5.89272

150 295 735.696 1310.98 90.2953 5.35874 0.56769 3.18002

150 315 691.612 1423.51 82.3501 5.95672 0.52868 3.37462

150 335 632.628 1553.95 73.4367 7.32307 0.47855 3.59258

150 340 613.094 1592.27 70.7684 8.06472 0.46328 3.65534

150 342.158 f 603.514 1610.15 69.5045 8.52522 0.45616 3.68445

150 342.158g 96.7109 2610.86 22.7932 12.9821 0.11579 5.31080

150 345 92.5891 2644.47 22.8229 10.8504 0.11062 5.36530

150 350 87.1027 2693.00 22.9353 8.78851 0.10406 5.44350

150 370 74.1123 2831.40 23.6517 5.68675 0.08878 5.66236

150 390 66.6294 2932.11 24.4949 4.52636 0.08154 5.81664

175 305 719.996 1363.23 87.2869 5.51155 0.55453 3.26519

175 325 672.722 1479.84 79.3640 6.23114 0.51278 3.46340

175 345 606.735 1619.24 70.0094 8.09451 0.45862 3.69248

175 350 583.284 1662.45 66.9931 9.31471 0.44189 3.76210

175 354.671 f 554.671 1710.76 24.5980 11.7161 0.42460 3.83933

175 354.671g 126.154 2529.11 24.5959 20.3861 0.15041 5.14280

175 360 112.735 2612.11 24.3426 12.5541 0.13220 5.27448

175 365 104.987 2667.41 24.3260 9.88367 0.12202 5.36149

175 385 87.7186 2819.31 24.8116 6.12497 0.09637 5.59616

175 405 78.2387 2926.89 25.5561 4.80232 0.08825 5.75727

200 315 703.574 1416.48 84.3906 5.68601 0.54063 3.35047

200 335 652.646 1537.85 76.4101 6.56010 0.49605 3.55332

200 355 577.560 1689.10 66.3874 9.24850 0.43768 3.79782

200 360 548.088 1739.97 62.8131 11.4527 0.41979 3.87860

200 365.746 f 490.524 1827.10 27.5020 23.1986 0.40374 4.01538

200 365.746g 170.699 2411.39 27.4892 45.6779 0.22650 4.92990

200 370 144.458 2526.33 26.3168 18.6702 0.17938 5.10937

200 375 130.248 2602.59 25.9146 12.7497 0.14516 5.22745

200 395 104.325 2783.66 25.9134 6.93650 0.10712 5.50299

200 415 91.6515 2902.98 26.4952 5.23792 0.09618 5.67907

220.64 325 685.279 1471.51 81.4013 5.91075 0.52493 3.43824

220.64 345 629.437 1599.29 73.2031 7.02522 0.47699 3.64828
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p T ρ i µ cp λ s

(bar) (◦C) (kg/m3) (kJ/kg) (µPa·s) (kJ/kg K) (W/kg K) (kJ/kg K)

220.64 365 538.987 1770.57 61.8605 11.5669 0.41312 3.92076

220.64 370 494.900 1840.38 56.8630 17.8178 0.39475 4.02962

220.64 373.946c 333.590 2068.59 40.4857 15508.6 0.80297 4.38272

220.64 375 210.605 2335.69 30.5518 66.7832 0.33572 4.79535

220.64 380 165.350 2497.57 27.9948 20.0991 0.18704 5.04437

220.64 400 121.890 2732.92 26.9019 8.10092 0.11983 5.40004

220.64 420 104.816 2867.92 27.2430 5.77696 0.10433 5.59782

250 335 668.367 1526.35 78.8446 6.11310 0.51075 3.52197

250 355 608.436 1659.94 70.5147 7.44975 0.46032 3.73786

250 375 505.649 1849.18 58.2685 13.6039 0.38691 4.03418

250 380 451.047 1935.30 52.4156 23.1002 0.38914 4.16646

250 384.863p 317.491 2150.71 39.5717 71.1190 0.36068 4.49474

250 390 215.205 2395.46 31.7048 28.4665 0.22626 4.86555

250 395 184.181 2503.96 29.9468 17.2634 0.18248 5.02857

250 415 137.975 2730.55 28.4612 8.19086 0.12882 5.36331

250 435 118.460 2868.26 28.5967 5.92912 0.11239 5.56073

f Saturated liquid phase.

g Saturated vapor phase.

c Critical point temperature.

p Pseudo-critical point temperature.

Saturated Conditions
p Tsat i f ig i f g s f sg s f g σ

(bar) (◦C) (kJ/kg) (kJ/kg) (kJ/kg) (J/kg K) (J/kg K) (J/kg K) (mN/m)

1 99.61 417.436 2674.95 2257.51 1302.56 7358.81 6056.25 58.99

2 120.2 504.684 2706.24 2201.56 1530.10 7126.86 5596.76 54.93

3 133.5 561.455 2724.89 2163.44 1671.76 6991.57 5319.80 52.20

4 143.6 604.723 2738.06 2133.33 1776.60 6895.42 5118.82 50.10

5 151.8 640.185 2748.11 2107.92 1860.60 6820.58 4959.98 48.35

6 158.8 670.501 2756.14 2085.64 1931.10 6759.17 4828.07 46.84

7 165.0 697.143 2762.75 2065.61 1992.08 6706.98 4714.90 45.51

8 170.4 721.018 2768.30 2047.28 2045.99 6661.54 4615.55 44.32

9 175.4 742.725 2773.04 2030.31 2094.40 6621.24 4526.83 43.22

10 179.9 762.683 2777.12 2014.44 2138.43 6584.98 4446.55 42.22

11 184.1 781.198 2780.67 1999.47 2178.86 6551.99 4373.12 41.28

12 188.0 798.499 2783.77 1985.27 2216.30 6521.69 4305.39 40.40

13 191.6 814.764 2786.49 1971.73 2251.18 6493.65 4242.46 39.58

14 195.0 830.132 2788.89 1958.76 2283.88 6467.52 4183.64 38.80

15 198.3 844.717 2791.01 1946.29 2314.68 6443.05 4128.37 38.06

16 201.4 858.610 2792.88 1934.27 2343.81 6420.02 4076.21 37.36

17 204.3 871.888 2794.53 1922.64 2371.46 6398.25 4026.79 36.69

18 207.1 884.614 2795.99 1911.37 2397.79 6377.60 3979.80 36.04

19 209.8 896.844 2797.26 1900.42 2422.94 6357.94 3934.99 35.42

20 212.4 908.622 2798.38 1889.76 2447.02 6339.16 3892.14 34.83

21 214.9 919.989 2799.36 1879.37 2470.13 6321.20 3851.06 34.26

22 217.3 930.981 2800.20 1869.22 2492.36 6303.95 3811.59 33.70
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p Tsat i f ig i f g s f sg s f g σ

(bar) (◦C) (kJ/kg) (kJ/kg) (kJ/kg) (J/kg K) (J/kg K) (J/kg K) (mN/m)

23 219.6 941.626 2800.92 1859.30 2513.77 6287.37 3773.60 33.17

24 221.8 951.952 2801.54 1849.58 2534.44 6271.40 3736.95 32.65

25 224.0 961.983 2802.04 1840.06 2554.43 6255.97 3701.55 32.15

26 226.1 971.740 2802.45 1830.71 2573.77 6241.06 3667.29 31.66

27 228.1 981.241 2802.78 1821.54 2592.52 6226.62 3634.10 31.18

28 230.1 990.503 2803.02 1812.51 2610.73 6212.61 3601.89 30.72

29 232.0 999.542 2803.18 1803.63 2628.41 6199.01 3570.60 30.27

30 233.9 1008.37 2803.26 1794.89 2645.62 6185.79 3540.17 29.83

31 235.7 1017.00 2803.28 1786.28 2662.38 6172.92 3510.54 29.41

32 237.5 1025.45 2803.24 1777.79 2678.71 6160.37 3481.66 28.99

33 239.2 1033.72 2803.13 1769.41 2694.64 6148.14 3453.50 28.58

34 240.9 1041.83 2802.96 1761.14 2710.19 6136.19 3426.00 28.18

35 242.6 1049.78 2802.74 1752.97 2725.39 6124.51 3399.12 27.79

36 244.2 1057.57 2802.47 1744.90 2740.25 6113.09 3372.84 27.41

37 245.8 1065.23 2802.15 1736.91 2754.79 6101.92 3347.13 27.04

38 247.3 1072.76 2801.78 1729.02 2769.03 6090.97 3321.94 26.67

39 248.9 1080.15 2801.36 1721.21 2782.98 6080.24 3297.26 26.31

40 250.4 1087.43 2800.90 1713.47 2796.65 6069.71 3273.06 25.96

41 251.8 1094.58 2800.39 1705.81 2810.07 6059.38 3249.31 25.61

42 253.3 1101.63 2799.85 1698.22 2823.23 6049.23 3226.00 25.27

43 254.7 1108.57 2799.27 1690.70 2836.15 6039.25 3203.10 24.94

44 256.1 1115.40 2798.65 1683.25 2848.85 6029.45 3180.60 24.61

45 257.4 1122.14 2798.00 1675.85 2861.33 6019.80 3158.47 24.29

46 258.8 1128.79 2797.31 1668.52 2873.60 6010.30 3136.71 23.98

47 260.1 1135.34 2796.59 1661.24 2885.66 6000.95 3115.29 23.66

48 261.4 1141.81 2795.83 1654.02 2897.54 5991.74 3094.20 23.36

49 262.7 1148.20 2795.04 1646.85 2909.23 5982.66 3073.43 23.06

50 263.9 1154.50 2794.23 1639.73 2920.75 5973.70 3052.96 22.76

51 265.2 1160.73 2793.38 1632.65 2932.09 5964.87 3032.78 22.47

52 266.4 1166.88 2792.51 1625.62 2943.27 5956.15 3012.89 22.18

53 267.6 1172.96 2791.60 1618.64 2954.29 5947.55 2993.26 21.90

54 268.8 1178.98 2790.67 1611.69 2965.15 5939.05 2973.89 21.62

55 270.0 1184.92 2789.72 1604.79 2975.88 5930.65 2954.78 21.34

56 271.1 1190.81 2788.74 1597.93 2986.45 5922.35 2935.90 21.07

57 272.3 1196.63 2787.73 1591.10 2996.89 5914.15 2917.26 20.81

58 273.4 1202.39 2786.70 1584.31 3007.20 5906.04 2898.83 20.54

59 274.5 1208.09 2785.64 1577.55 3017.38 5898.01 2880.63 20.28

60 275.6 1213.73 2784.56 1570.83 3027.44 5890.07 2862.63 20.02

61 276.7 1219.32 2783.46 1564.14 3037.38 5882.21 2844.83 19.77

62 277.7 1224.86 2782.33 1557.48 3047.20 5874.42 2827.23 19.52

63 278.8 1230.34 2781.19 1550.84 3056.91 5866.71 2809.81 19.28

64 279.8 1235.78 2780.02 1544.24 3066.50 5859.08 2792.57 19.03

65 280.9 1241.17 2778.83 1537.66 3076.00 5851.51 2775.51 18.79

66 281.9 1246.51 2777.62 1531.11 3085.39 5844.01 2758.62 18.55

67 282.9 1251.81 2776.39 1524.58 3094.68 5836.58 2741.89 18.32

68 283.9 1257.06 2775.13 1518.07 3103.88 5829.20 2725.32 18.09

69 284.9 1262.27 2773.86 1511.59 3112.98 5821.89 2708.91 17.86

70 285.8 1267.44 2772.57 1505.13 3121.99 5814.63 2692.64 17.63

71 286.8 1272.57 2771.26 1498.69 3130.92 5807.43 2676.52 17.41

72 287.7 1277.65 2769.93 1492.27 3139.76 5800.29 2660.53 17.19

73 288.7 1282.70 2768.58 1485.87 3148.51 5793.19 2644.68 16.97
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p Tsat i f ig i f g s f sg s f g σ

(bar) (◦C) (kJ/kg) (kJ/kg) (kJ/kg) (J/kg K) (J/kg K) (J/kg K) (mN/m)

74 289.6 1287.72 2767.21 1479.49 3157.19 5786.15 2628.96 16.75

75 290.5 1292.70 2765.82 1473.12 3165.78 5779.16 2613.37 16.54

76 291.4 1297.64 2764.41 1466.78 3174.30 5772.21 2597.91 16.33

77 292.4 1302.55 2762.99 1460.44 3182.74 5765.30 2582.56 16.12

78 293.2 1307.42 2761.55 1454.12 3191.12 5758.44 2567.33 15.91

79 294.1 1312.27 2760.09 1447.82 3199.42 5751.63 2552.21 15.71

80 295.0 1317.08 2758.61 1441.53 3207.65 5744.85 2537.20 15.51

81 295.9 1321.86 2757.12 1435.25 3215.82 5738.11 2522.29 15.31

82 296.7 1326.61 2755.60 1428.99 3223.92 5731.41 2507.49 15.11

83 297.6 1331.34 2754.07 1422.74 3231.96 5724.75 2492.79 14.91

84 298.4 1336.03 2752.52 1416.49 3239.93 5718.12 2478.19 14.72

85 299.3 1340.70 2750.96 1410.26 3247.85 5711.52 2463.67 14.53

86 300.1 1345.34 2749.38 1404.04 3255.70 5704.96 2449.26 14.34

87 300.9 1349.96 2747.78 1397.82 3263.50 5698.43 2434.92 14.15

88 301.7 1354.54 2746.16 1391.62 3271.25 5691.93 2420.68 13.96

89 302.5 1359.11 2744.53 1385.42 3278.94 5685.45 2406.52 13.78

90 303.3 1363.65 2742.88 1379.23 3286.57 5679.01 2392.44 13.60

91 304.1 1368.17 2741.22 1373.05 3294.16 5672.59 2378.44 13.41

92 304.9 1372.66 2739.53 1366.87 3301.69 5666.20 2364.51 13.24

93 305.7 1377.14 2737.83 1360.70 3309.18 5659.84 2350.66 13.06

94 306.5 1381.59 2736.12 1354.53 3316.61 5653.49 2336.88 12.88

95 307.3 1386.02 2734.38 1348.37 3324.00 5647.17 2323.17 12.71

96 308.0 1390.43 2732.64 1342.21 3331.35 5640.88 2309.53 12.54

97 308.8 1394.81 2730.87 1336.06 3338.65 5634.60 2295.95 12.37

98 309.5 1399.18 2729.09 1329.90 3345.90 5628.35 2282.44 12.20

99 310.3 1403.54 2727.29 1323.75 3353.12 5622.11 2268.99 12.03

100 311.0 1407.87 2725.47 1317.61 3360.29 5615.89 2255.60 11.86

101 311.7 1412.18 2723.64 1311.46 3367.42 5609.69 2242.27 11.70

102 312.5 1416.48 2721.79 1305.31 3374.52 5603.50 2228.99 11.54

103 313.2 1420.76 2719.93 1299.17 3381.57 5597.34 2215.77 11.38

104 313.9 1425.02 2718.04 1293.02 3388.59 5591.18 2202.59 11.22

105 314.6 1429.27 2716.14 1286.88 3395.57 5585.04 2189.48 11.06

106 315.3 1433.50 2714.23 1280.73 3402.51 5578.92 2176.40 10.90

107 316.0 1437.72 2712.30 1274.58 3409.42 5572.80 2163.38 10.75

108 316.7 1441.92 2710.35 1268.43 3416.30 5566.70 2150.40 10.59

109 317.4 1446.11 2708.38 1262.27 3423.14 5560.61 2137.47 10.44

110 318.1 1450.28 2706.39 1256.12 3429.95 5554.53 2124.58 10.29

111 318.8 1454.44 2704.39 1249.96 3436.73 5548.46 2111.73 10.14

112 319.4 1458.58 2702.37 1243.79 3443.48 5542.40 2098.92 9.988

113 320.1 1462.72 2700.34 1237.62 3450.20 5536.34 2086.14 9.841

114 320.8 1466.84 2698.28 1231.45 3456.89 5530.29 2073.41 9.695

115 321.4 1470.95 2696.21 1225.26 3463.55 5524.25 2060.70 9.550

116 322.1 1475.05 2694.12 1219.08 3470.18 5518.22 2048.03 9.406

117 322.7 1479.13 2692.02 1212.88 3476.79 5512.19 2035.40 9.264

118 323.4 1483.21 2689.89 1206.68 3483.37 5506.16 2022.79 9.123

119 324.0 1487.27 2687.75 1200.47 3489.93 5500.14 2010.21 8.983

120 324.7 1491.33 2685.58 1194.26 3496.46 5494.12 1997.66 8.844

121 325.3 1495.37 2683.40 1188.03 3502.97 5488.10 1985.13 8.707

122 325.9 1499.41 2681.20 1181.79 3509.45 5482.08 1972.63 8.570

123 326.6 1503.43 2678.98 1175.55 3515.91 5476.06 1960.15 8.435

124 327.2 1507.45 2676.74 1169.29 3522.35 5470.04 1947.69 8.301
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p Tsat i f ig i f g s f sg s f g σ

(bar) (◦C) (kJ/kg) (kJ/kg) (kJ/kg) (J/kg K) (J/kg K) (J/kg K) (mN/m)

125 327.8 1511.46 2674.49 1163.02 3528.77 5464.02 1935.25 8.168

126 328.4 1515.47 2672.21 1156.74 3535.17 5458.00 1922.83 8.037

127 329.0 1519.46 2669.91 1150.45 3541.55 5451.98 1910.43 7.906

128 329.7 1523.45 2667.59 1144.14 3547.91 5445.95 1898.04 7.777

129 330.3 1527.43 2665.25 1137.82 3554.25 5439.92 1885.67 7.648

130 330.9 1531.40 2662.89 1131.49 3560.58 5433.88 1873.30 7.521

131 331.5 1535.37 2660.51 1125.14 3566.88 5427.84 1860.95 7.395

132 332.0 1539.33 2658.11 1118.78 3573.17 5421.79 1848.61 7.270

133 332.6 1543.29 2655.69 1112.40 3579.45 5415.73 1836.28 7.146

134 333.2 1547.24 2653.24 1106.00 3585.71 5409.66 1823.95 7.023

135 333.8 1551.19 2650.77 1099.58 3591.96 5403.59 1811.63 6.901

136 334.4 1555.14 2648.28 1093.15 3598.19 5397.50 1799.31 6.780

137 335.0 1559.08 2645.77 1086.70 3604.41 5391.41 1787.00 6.660

138 335.5 1563.01 2643.24 1080.22 3610.62 5385.30 1774.68 6.541

139 336.1 1566.95 2640.68 1073.73 3616.81 5379.18 1762.37 6.423

140 336.7 1570.88 2638.09 1067.21 3623.00 5373.05 1750.05 6.306

141 337.2 1574.81 2635.49 1060.68 3629.18 5366.90 1737.72 6.190

142 337.8 1578.74 2632.85 1054.12 3635.34 5360.74 1725.39 6.075

143 338.3 1582.66 2630.20 1047.53 3641.50 5354.56 1713.06 5.962

144 338.9 1586.59 2627.51 1040.93 3647.66 5348.37 1700.71 5.849

145 339.5 1590.51 2624.81 1034.29 3653.80 5342.15 1688.35 5.737

146 340.0 1594.44 2622.07 1027.63 3659.94 5335.92 1675.98 5.626

147 340.5 1598.37 2619.31 1020.95 3666.07 5329.67 1663.60 5.516

148 341.1 1602.29 2616.52 1014.23 3672.20 5323.40 1651.20 5.407

149 341.6 1606.22 2613.71 1007.49 3678.32 5317.11 1638.79 5.298

150 342.2 1610.15 2610.86 1000.71 3684.45 5310.80 1626.35 5.191

151 342.7 1614.08 2607.99 993.909 3690.57 5304.46 1613.90 5.085

152 343.2 1618.02 2605.09 987.073 3696.68 5298.11 1601.42 4.980

153 343.7 1621.96 2602.16 980.205 3702.80 5291.72 1588.92 4.875

154 344.3 1625.90 2599.21 973.303 3708.92 5285.31 1576.39 4.772

155 344.8 1629.85 2596.22 966.366 3715.04 5278.88 1563.84 4.669

156 345.3 1633.80 2593.20 959.395 3721.16 5272.41 1551.26 4.567

157 345.8 1637.76 2590.15 952.386 3727.28 5265.92 1538.64 4.467

158 346.3 1641.72 2587.06 945.341 3733.41 5259.40 1525.99 4.367

159 346.8 1645.69 2583.95 938.256 3739.54 5252.85 1513.31 4.268

160 347.4 1649.67 2580.80 931.132 3745.68 5246.27 1500.59 4.170

161 347.9 1653.66 2577.62 923.968 3751.82 5239.66 1487.84 4.072

162 348.4 1657.65 2574.41 916.762 3757.97 5233.01 1475.04 3.976

163 348.9 1661.65 2571.16 909.513 3764.13 5226.33 1462.20 3.881

164 349.4 1665.66 2567.88 902.220 3770.30 5219.61 1449.32 3.786

165 349.9 1669.68 2564.57 894.882 3776.48 5212.86 1436.39 3.693

166 350.3 1673.75 2561.25 887.498 3782.72 5206.13 1423.42 3.600

167 350.8 1677.80 2557.85 880.052 3788.93 5199.29 1410.36 3.508

168 351.3 1681.86 2554.41 872.551 3795.16 5192.40 1397.25 3.417

169 351.8 1685.94 2550.93 864.993 3801.40 5185.47 1384.07 3.327

170 352.3 1690.04 2547.41 857.377 3807.67 5178.49 1370.82 3.237

171 352.8 1694.15 2543.85 849.701 3813.95 5171.46 1357.51 3.149

172 353.3 1698.27 2540.23 841.963 3820.26 5164.38 1344.12 3.061

173 353.7 1702.42 2536.58 834.160 3826.59 5157.24 1330.65 2.975

174 354.2 1706.58 2532.87 826.291 3832.95 5150.05 1317.11 2.889

175 354.7 1710.76 2529.11 818.351 3839.33 5142.80 1303.47 2.804
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p Tsat i f ig i f g s f sg s f g σ

(bar) (◦C) (kJ/kg) (kJ/kg) (kJ/kg) (J/kg K) (J/kg K) (J/kg K) (mN/m)

176 355.1 1714.97 2525.31 810.339 3845.73 5135.48 1289.75 2.720

177 355.6 1719.19 2521.45 802.252 3852.17 5128.10 1275.93 2.637

178 356.1 1723.45 2517.53 794.087 3858.64 5120.65 1262.01 2.554

179 356.5 1727.72 2513.56 785.839 3865.14 5113.13 1247.99 2.473

180 357.0 1732.02 2509.53 777.507 3871.68 5105.54 1233.86 2.392

181 357.4 1736.35 2505.44 769.085 3878.26 5097.87 1219.61 2.312

182 357.9 1740.71 2501.28 760.570 3884.88 5090.11 1205.23 2.233

183 358.4 1745.10 2497.06 751.958 3891.54 5082.27 1190.73 2.155

184 358.8 1749.53 2492.77 743.245 3898.24 5074.34 1176.10 2.078

185 359.3 1753.99 2488.41 734.424 3905.00 5066.31 1161.31 2.002

186 359.7 1758.48 2483.98 725.491 3911.81 5058.19 1146.38 1.927

187 360.1 1763.02 2479.46 716.441 3918.67 5049.96 1131.28 1.852

188 360.6 1767.60 2474.86 707.266 3925.60 5041.61 1116.02 1.779

189 361.0 1772.22 2470.18 697.961 3932.59 5033.16 1100.57 1.706

190 361.5 1776.89 2465.41 688.518 3939.64 5024.57 1084.93 1.634

191 361.9 1781.61 2460.54 678.928 3946.78 5015.86 1069.08 1.563

192 362.3 1786.39 2455.57 669.185 3953.99 5007.01 1053.02 1.494

193 362.8 1791.22 2450.50 659.277 3961.28 4998.01 1036.72 1.425

194 363.2 1796.12 2445.31 649.194 3968.67 4988.85 1020.18 1.357

195 363.6 1801.08 2440.01 638.925 3976.16 4979.52 1003.36 1.290

196 364.1 1806.12 2434.57 628.457 3983.75 4970.01 986.265 1.223

197 364.5 1811.23 2429.00 617.776 3991.46 4960.31 968.857 1.158

198 364.9 1816.43 2423.29 606.866 3999.29 4950.41 951.116 1.094

199 365.3 1821.71 2417.42 595.710 4007.26 4940.27 933.015 1.031

200 365.7 1827.10 2411.39 584.287 4015.38 4929.90 914.523 0.969

201 366.2 1832.60 2405.17 572.575 4023.66 4919.26 895.606 0.908

202 366.6 1838.21 2398.76 560.548 4032.12 4908.34 876.223 0.848

203 367.0 1843.96 2392.13 548.178 4040.77 4897.10 856.332 0.789

204 367.4 1849.85 2385.28 535.429 4049.64 4885.52 835.878 0.731

205 367.8 1855.90 2378.16 522.261 4058.76 4873.56 814.800 0.674

206 368.2 1862.13 2370.76 508.630 4068.15 4861.18 793.027 0.619

207 368.6 1868.56 2363.04 494.478 4077.85 4848.32 770.473 0.565

208 369.0 1875.23 2354.97 479.737 4087.89 4834.93 747.035 0.512

209 369.4 1882.16 2346.49 464.327 4098.35 4820.93 722.586 0.460

210 369.8 1889.40 2337.54 448.147 4109.26 4806.23 696.973 0.410

211 370.2 1896.99 2328.06 431.066 4120.73 4790.72 669.994 0.361

212 370.6 1905.02 2317.94 412.917 4132.85 4774.24 641.393 0.313

213 371.0 1913.57 2307.05 393.479 4145.77 4756.60 610.829 0.268

214 371.4 1922.77 2295.22 372.446 4159.69 4737.52 577.829 0.224

215 371.8 1932.81 2282.19 349.378 4174.89 4716.61 541.718 0.181

216 372.2 1943.96 2267.57 323.610 4191.81 4693.28 501.468 0.141

217 372.6 1956.70 2250.75 294.048 4211.16 4666.55 455.392 0.104

218 372.9 1971.88 2230.56 258.683 4234.27 4634.66 400.388 0.069

219 373.3 1991.44 2204.48 213.041 4264.15 4593.70 329.550 0.038

220 373.7 2021.91 2164.20 142.293 4310.86 4530.84 219.977 0.012

D.2 PROBABILITY TABLES

Table D.1 contains values of a function 1−Φ(z), where Φ(z) is given by Eq. (11.11).



346 Thermal Safety Margins in Nuclear Reactors

TABLE D.1

Complementary Cumulative Standard Normal Distribution1

z 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 .5000+0 .4960+0 .4920+0 .4880+0 .4840+0 .4800+0 .4760+0 .4720+0 .4681+0 .4641+0

0.1 .4601+0 .4562+0 .4522+0 .4482+0 .4443+0 .4403+0 .4364+0 .4325+0 .4285+0 .4246+0

0.2 .4207+0 .4168+0 .4129+0 .4090+0 .4051+0 .4012+0 .3974+0 .3935+0 .3897+0 .3859+0

0.3 .3820+0 .3782+0 .3744+0 .3707+0 .3669+0 .3631+0 .3594+0 .3556+0 .3519+0 .3482+0

0.4 .3445+0 .3409+0 .3372+0 .3335+0 .3299+0 .3263+0 .3227+0 .3191+0 .3156+0 .3120+0

0.5 .3085+0 .3050+0 .3015+0 .2980+0 .2945+0 .2911+0 .2877+0 .2843+0 .2809+0 .2775+0

0.6 .2742+0 .2709+0 .2676+0 .2643+0 .2610+0 .2578+0 .2546+0 .2514+0 .2482+0 .2450+0

0.7 .2419+0 .2388+0 .2357+0 .2326+0 .2296+0 .2266+0 .2236+0 .2206+0 .2176+0 .2147+0

0.8 .2118+0 .2089+0 .2061+0 .2032+0 .2004+0 .1976+0 .1948+0 .1921+0 .1894+0 .1867+0

0.9 .1840+0 .1814+0 .1787+0 .1761+0 .1736+0 .1710+0 .1685+0 .1660+0 .1635+0 .1610+0

1.0 .1586+0 .1562+0 .1538+0 .1515+0 .1491+0 .1468+0 .1445+0 .1423+0 .1400+0 .1378+0

1.1 .1356+0 .1335+0 .1313+0 .1292+0 .1271+0 .1250+0 .1230+0 .1210+0 .1190+0 .1170+0

1.2 .1150+0 .1131+0 .1112+0 .1093+0 .1074+0 .1056+0 .1038+0 .1020+0 .1002+0 .9852−1

1.3 .9680−1 .9509−1 .9341−1 .9175−1 .9012−1 .8850−1 .8691−1 .8534−1 .8379−1 .8226−1

1.4 .8075−1 .7926−1 .7780−1 .7635−1 .7493−1 .7352−1 .7214−1 .7078−1 .6943−1 .6811−1

1.5 .6680−1 .6552−1 .6425−1 .6300−1 .6178−1 .6057−1 .5937−1 .5820−1 .5705−1 .5591−1

1.6 .5479−1 .5369−1 .5261−1 .5155−1 .5050−1 .4947−1 .4845−1 .4745−1 .4647−1 .4551−1

1.7 .4456−1 .4363−1 .4271−1 .4181−1 .4092−1 .4005−1 .3920−1 .3836−1 .3753−1 .3672−1

1.8 .3593−1 .3514−1 .3437−1 .3362−1 .3288−1 .3215−1 .3144−1 .3074−1 .3005−1 .2937−1

1.9 .2871−1 .2806−1 .2742−1 .2680−1 .2618−1 .2558−1 .2499−1 .2441−1 .2385−1 .2329−1

2.0 .2275−1 .2221−1 .2169−1 .2117−1 .2067−1 .2018−1 .1969−1 .1922−1 .1876−1 .1830−1

2.1 .1786−1 .1742−1 .1700−1 .1658−1 .1617−1 .1577−1 .1538−1 .1500−1 .1462−1 .1426−1

2.2 .1390−1 .1355−1 .1320−1 .1287−1 .1254−1 .1222−1 .1191−1 .1160−1 .1130−1 .1101−1

2.3 .1072−1 .1044−1 .1017−1 .9903−2 .9641−2 .9386−2 .9137−2 .8894−2 .8656−2 .8424−2

2.4 .8197−2 .7976−2 .7760−2 .7549−2 .7343−2 .7142−2 .6946−2 .6755−2 .6569−2 .6387−2

2.5 .6209−2 .6036−2 .5867−2 .5703−2 .5542−2 .5386−2 .5233−2 .5084−2 .4940−2 .4798−2

2.6 .4661−2 .4527−2 .4396−2 .4269−2 .4145−2 .4024−2 .3907−2 .3792−2 .3681−2 .3572−2

2.7 .3466−2 .3364−2 .3264−2 .3166−2 .3071−2 .2979−2 .2890−2 .2802−2 .2717−2 .2635−2

2.8 .2555−2 .2477−2 .2401−2 .2327−2 .2255−2 .2185−2 .2118−2 .2052−2 .1988−2 .1926−2

2.9 .1865−2 .1807−2 .1750−2 .1694−2 .1641−2 .1588−2 .1538−2 .1489−2 .1441−2 .1394−2

3.0 .1349−2 .1306−2 .1263−2 .1222−2 .1182−2 .1144−2 .1106−2 .1070−2 .1035−2 .1000−2

3.1 .9676−3 .9354−3 .9042−3 .8740−3 .8447−3 .8163−3 .7888−3 .7621−3 .7363−3 .7113−3

3.2 .6871−3 .6636−3 .6409−3 .6189−3 .5976−3 .5770−3 .5570−3 .5377−3 .5190−3 .5009−3

3.3 .4834−3 .4664−3 .4500−3 .4342−3 .4188−3 .4040−3 .3897−3 .3758−3 .3624−3 .3494−3

3.4 .3369−3 .3248−3 .3131−3 .3017−3 .2908−3 .2802−3 .2700−3 .2602−3 .2507−3 .2415−3

3.5 .2326−3 .2240−3 .2157−3 .2077−3 .2000−3 .1926−3 .1854−3 .1784−3 .1717−3 .1653−3

3.6 .1591−3 .1530−3 .1473−3 .1417−3 .1363−3 .1311−3 .1261−3 .1212−3 .1166−3 .1121−3

3.7 .1078−3 .1036−3 .9961−4 .9573−4 .9201−4 .8841−4 .8495−4 .8162−4 .7841−4 .7532−4

3.8 .7234−4 .6948−4 .6672−4 .6407−4 .6151−4 .5905−4 .5669−4 .5441−4 .5222−4 .5012−4

3.9 .4809−4 .4614−4 .4427−4 .4247−4 .4074−4 .3907−4 .3747−4 .3593−4 .3445−4 .3303−4

4.0 .3167−4 .3035−4 .2909−4 .2788−4 .2672−4 .2560−4 .2453−4 .2350−4 .2251−4 .2156−4

4.1 .2065−4 .1978−4 .1894−4 .1813−4 .1736−4 .1662−4 .1591−4 .1523−4 .1457−4 .1394−4

4.2 .1334−4 .1276−4 .1221−4 .1168−4 .1117−4 .1068−4 .1022−4 .9773−5 .9344−5 .8933−5

4.3 .8539−5 .8162−5 .7801−5 .7455−5 .7124−5 .6806−5 .6503−5 .6212−5 .5933−5 .5667−5

4.4 .5412−5 .5168−5 .4935−5 .4711−5 .4497−5 .4293−5 .4097−5 .3910−5 .3732−5 .3561−5

4.5 .3397−5 .3241−5 .3091−5 .2949−5 .2812−5 .2682−5 .2557−5 .2438−5 .2324−5 .2216−5

1 Notation ne used in the table is a shorthand for n ·10e. For example: .1457−4 = 0.1457 ·10−4.
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TABLE D.2

Factors for Two­Sided Tolerance Limit

90% Confidence 95% Confidence 99% Confidence
That Percentage of That Percentage of That Percentage of

Population Between Population Between Population Between
Limits is Limits is Limits is

n

90% 95% 99% 90% 95% 99% 90% 95% 99%

2 15.98 18.80 24.17 32.02 37.67 48.43 160.2 188.5 242.3

3 5.847 6.919 8.947 8.380 9.916 12.86 18.93 22.40 29.06

4 4.166 4.943 6.440 5.369 6.370 8.299 9.398 11.15 14.53

5 3.494 4.152 5.423 4.275 5.079 6.634 6.612 7.855 10.26

6 3.131 3.723 4.870 3.712 4.414 5.775 5.337 6.345 8.301

7 2.902 3.452 4.521 3.369 4.007 5.248 4.613 5.488 7.187

8 2.743 3.264 4.278 3.163 3.732 4.891 4.147 4.936 6.468

9 2.626 3.125 4.098 2.967 3.532 4.631 3.822 4.550 5.966

10 2.535 3.018 3.959 2.839 3.379 4.433 3.582 4.265 5.594

20 2.152 2.564 3.368 2.310 2.752 3.615 2.659 3.168 4.161

30 2.025 2.413 3.170 2.140 2.549 3.350 2.385 2.841 3.733

∞ 1.645 1.960 2.576 1.645 1.960 2.576 1.645 1.960 2.576
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accident conditions, 11

accident-tolerant fuel, 55

active nucleation site, 210

active nucleation site density, 221

actual quality, 164

advancing contact angle, 210

aleatory uncertainty, 291, 307

anticipated operational occurrence, 260

AOO, see anticipated operational occur-

rence

area averaging, 97

area porosity tensor, 108

arithmetic average roughness, 210, 221

axial offset anomaly, 289

BEPU, see best-estimate plus uncertainty

best estimate, 13

best-estimate plus uncertainty, 13

Blasius solution, 131

boiling, 209

flow, 214

heterogeneous, 215

homogeneous, 215

pool, 214

reflux, 240

boiling crisis, 6, 253

boiling curve, 213, 253

boiling heat transfer, 209

boiling length, 263

boiling unit area, 232

boiling unit time interval, 232

boundary layer, 128

equations of Prandtl, 128

theory of, 128

bounding scenario, 19

Boussinesq approximation, 185

Boussinesq hypothesis, 115

Bowring correlation, 260

bulk coefficient of viscosity, 78

buoyancy force, 185

burnout, 6, 253

carbon dioxide, 63

CCFL, see counter-current flow limita-

tion

cell physics analysis, 315

center of mass, 98

chemical potential, 215

Chen correlation, 248

CHF, see critical heat flux

chi-square distribution, 297

Chicago Pile-1, 4

cladding oxidation, 16

Clausius-Clapeyron relation, 217

code scaling, applicability, and uncer-

tainty, 13

Colburn correlation, 192

combined energy flux, 80

complete heat flux partitioning, 234

complete stress tensor, see total stress

tensor

composite averaging, 100, 102

conductivity integral, 284

conservation equation

area-averaged, 110, 112

composite-averaged, 103

generic, 85

instantaneous, 81

volume-averaged, 101

conservation of mass, 82

constitutive equations, 112

contact angle hysteresis, 210

contact line evaporation, 236

Convention on Nuclear Safety, 5

coolant channel, 56, 126, 145, 148

counter-current flow limitation, 9

covariance coefficient, 109, 111

critical film mass flux, 177

critical heat flux, 6, 16, 253

critical point, 194

critical power ratio, 262

crud, 21, 289

CSAU, see code scaling, applicability,

365
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and uncertainty

cumulative distribution function, 295

Darcy friction factor, 127

for laminar flow between parallel

plates, 137

for laminar flow in a circular pipe,

134

for laminar flow in an annulus, 135

defense in -depth, 4

defense in depth, 6, 22

defense in-depth, 15

deformation tensor, 77

density-weighted spatial average, 98

departure from nucleate boiling, 6, 253,

259

departure from nucleate boiling ratio,

260

deposition coefficient, 178

deposition rate, 178

design criteria, 18

dilatational viscosity, see bulk coefficient

of viscosity

direct substitution method, 270

Dirichlet boundary condition, 276

dispersed flow film boiling, see post-

dryout heat transfer

distribution parameter, 167, 175

Dittus-Boelter correlation, 192

divergence theorem, 82, 323

dividing surface, 153

DNB, see departure from nucleate boil-

ing

drift flux model, 162, 174

continuity equation for the gas

phase, 174

mixture continuity equation, 174

mixture energy equation, 175

mixture momentum equation, 175

drift velocity, 167

mean, 175

weighted mean, 175

dryout, 6, 253

dryout correlation

Levitan-Lantsman, 263

dryout power ratio, 21

dynamic eddy viscosity, 116

dynamic similarity, 149

dynamic viscosity, see viscosity

ebullition cycle, 223

ECCS, see emergency core cooling sys-

tem

effective Reynolds number, 144

embrittlement, 16

emergency core cooling system, 9

energy conservation

total, 84

enthalpy deposition rate, 16

entrainment rate, 177

enveloping scenario, see bounding sce-

nario

epistemic uncertainty, 291, 307

equation of state, 112

Eulerian approach, 76

event, 19

extensive property, see thermodynamic

property, 86

failure point, 304

Fanning friction factor, 127, 333

for laminar flow between parallel

plates, 137

for laminar flow in a circular pipe,

134

for laminar flow in an annulus, 135

fast breeder reactor, 32

fast reactor, see fast-neutron reactor

fast-neutron reactor, 32

Favre averaging, 94

Favre fluctuation, 94

first law of thermodynamics, 84

flow boiling, 214

flow quality, 164

fluctuation of the flow variable, 91

fluid mechanics, 75

forced convection, 184

Fourier’s law of heat conduction, 79

free-molecular flow, 288

friction factor, 127
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friction velocity, 139

fully developed flow, 126

gap conductance, 286

gas-cooled fast reactor, 34

Gauss integral theorem, 90, 323

Gaussian distribution, 296

generic conservation equation

in the differential form, 90

in the integral form for a material

volume, 90

in the integral form for a moving

control volume, 89

in the integral form for a stationary

control volume, 88

Reynolds averaged in the differen-

tial form, 92

Reynolds averaged in the integral

form, 93

geometric similarity systems, 149

GFR, see gas-cooled fast reactor

Gibbs free energy, 215

Gnielinski correlation, 192

Graetz number, 190

Graetz problem, 188

Grashof number, 186

heat balance method, 270

heat flux vector, 79, 84

heat transfer coefficient, 184

heated diameter, 269

helium, 62

Helmholtz free energy, 215

heterogeneous nucleation, 209

homogeneous equilibrium model, 162,

167

mixture continuity equation, 168

mixture energy equation, 168

mixture momentum equation, 168

homogeneous nucleation, 209

hot channel, 6

hot spot, 6

hydrodynamic entrance length, 137, 138

IAEA safety standards, 3

General and Specific Safety Guides,

3

General and Specific Safety Re-

quirements, 3

Safety Fundamentals, 3

ideal gas law, 113

in-containment refueling water tank, 9

incipience of boiling, see onset of nucle-

ate boiling

incomplete heat flux partitioning, 234

inexact differential, 84

influence factor, 239

inner layer, 139

intensive property, see thermodynamic

property

interface, 152

interface capturing methods, 152, 155

level set methods, 156

volume-of-fluid methods, 157

interface tracking methods, 152, 155

internal energy, 80

intrinsic average, 105

IRWST, see in-containment refueling

water tank

isolated assembly model, 148

isolated subchannel model, 148

jump conditions, 154

kinematic property, 75

kinematic viscosity, 77

Lagrangian approach, 76

latent heat, 209

law of the wall, 139

lead, 65

lead-bismuth alloy, 66

lead-cooled fast reactor, 34

Leibniz’s rule, 89, 323

level set function, 156

LFR, see lead-cooled fast reactor

LHSI, see low-head safety injection

limit

acceptable, 17

design, 304
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licensing acceptance, 304

operating, 305

safety, 17, 304

safety analysis, 305

linear heat generation rate, 284

linear momentum conservation, 82

linear momentum conservation equation

differential form, 83

integral form, 83

LOFT, see Loss-of-Fluid Test

log law, 140

loss of coolant accident

large-break, 9

small-break, 240

Loss-of-Fluid Test, 9

low-head safety injection, 9

margin

analysis, 305

apparent, 305

available to the licensee, 305

controlled by the regulator, 305

design, 305

licensing, 305

operating, 306

safety, 305

to damage, 13

to failure, 305

mass conservation equation

differential form, 82

integral form, 82

mass flow rate, 146, 163

mass flux, 146, 164

material control volume, 81

material derivative, 76, 89

material surface, 89

material volume, 89

MCPR, see minimum critical power ratio

MDNBR, see minimum departure from

nucleate boiling ratio

medium-head safety injection, 9

metallic fuel

swelling of, 49

MHSI, see medium-head safety injection

minimum critical power ratio, 21

minimum departure from nucleate boil-

ing ratio, 21

mist flow evaporation, see post-dryout

heat transfer

mixed convection, 184

molten salt reactor, 35

MSR, see molten salt reactor

multi-level system, 9

natural convection, 184

Neumann boundary condition, 276

neutronic design, 20

Newton’s law of cooling, 184

Newton’s law of viscosity, 77

Newton’s second law of motion, 82

Newtonian fluid, 77, 114

normal distribution, 296

Notter and Sleicher correlation, 192

nuclear power plant state, 10

anticipated operational occurrence,

10

anticipated transients without scram,

12

controlled state, 11

design basis accident, 11

design extension conditions, 11

normal operation, 10

nuclear safety, 9

analysis, 19

assessment, 19

criteria, 18

culture, 4

margin, 14

objective, 10

principles, 10

nucleate boiling, 209

nucleation

heterogeneous, 215

homogeneous, 215

nucleation site, 209

nucleation site density, 210

Nusselt number, 188

onset of nucleate boiling, 215

operational criteria, 18
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operational limits and conditions, 19

operational states, 11

order-of-magnitude analysis, 128

oxide fuel

densification of, 48

swelling of, 48

PCT, see peak cladding temperature

peak cladding temperature, 16, 21

peaking factor, 313

Peclet number, 188

phase, 215

phase characteristic function, 325

phase interface, 153

phasic weighted average, 158

pool boiling, 214

porosity, 105

area, 107

volume, 105

post-dryout heat transfer, 250

postulated accident, 12

power-law velocity profile, 143

Prandtl analogy, 191

Prandtl number, 188

pressure

thermodynamic, 79

pressure drop multiplier

acceleration, 171

friction, 171

gravity, 172

probability density function, 295

rate-of-strain tensor, see deformation

tensor

Rayleigh number, 186

reactivity-initiated accident, 26, 241

receding contact angle, 210

redundant system, 9

reference level, 17

reflood, 241

relative turbulence intensities, 115

Reynolds analogy, 190

Reynolds averaged equations, 91

Reynolds averaging, 91

Reynolds decomposition, 91

Reynolds number, 188

Reynolds stress tensor, 115

specific, 115

Reynolds’ transport theorem, 82, 83, 324

Robin boundary condition, 276

safety, see nuclear safety

safety criteria, 16

safety injection system, 9

safety limit, 16

safety margin, 12

safety variable, 15

scenario, 19

scram, 4

SCWR, see supercritical water-cooled

reactor

segment averaging, 97

SFR, see sodium-cooled fast reactor

shear stress, 77

shear stress tensor, 77

constant-density fluids, 78

variable-density fluids, 78

SIS, see safety injection system

slip flow, 287

slip ratio, 166

slug flow, 176

sodium, 63

sodium-cooled fast reactor, 36

source term, 5

spatial averaging, 96

spatial deviation, 98

specific enthalpy, 80

specific gas constant, 113

specific heat capacity at constant pres-

sure

of solid ThyU1−yO2, 53

of solid UO2, 51

of solid Zircaloy 2, 46

of solid Zircaloy 4, 46

specific property, see thermodynamic

property

speed of displacement, 154

standard normal random variable, 296

Stanton number, 191

Stokes hypothesis, 79
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shear stress tensor, 79

subchannel analysis, 97

substantive derivative, see material deriva-

tive

supercritical water-cooled reactor, 37

superficial average, 105

superficial velocity, 163

temperature jump distance, 287

theorem of the gradient, 323

theorem of the rotational, 323

thermal conductance, 276

thermal conductivity, 79

of solid MOX fuel, 51

of solid UO2 fuel, 50

thermal energy, 80

thermal entrance length

for laminar flow, 189

thermal insulance, 276

thermo-mechanical operational limit, 284

thermodynamic equilibrium quality, 165

thermodynamic pressure, 79

thermodynamic property, 80

extensive, 80

intensive, 80

specific, 80

thermohydraulic design, 20

tolerance interval, 297

total energy conservation equation

differential form, 85

integral form, 85

total stress tensor, 78

transport property, 77

transported liquid film model, 182

triple point, 194

turbulence kinetic energy, 115

turbulent normal stress, 115

turbulent shear stress, 115

two-equation model of turbulence, 116

two-fluid model, 162, 181

two-phase flow regimes, 176

ultimate capacity point, 304

unit normal vector, 154

universal gas constant, 65, 113

velocity field

divergence-free, 113

solenoidal, 113

velocity gradient tensor, 78

very high-temperature gas reactor, 38

VHTR, see very high-temperature gas re-

actor

viscosity, 77

dynamic, 77

kinematic, 77

viscous lengthscale, 139

viscous sublayer, 139

volume averaging, 97

volumetric flow rate, 146, 163

volumetric flux, 163

von Karman momentum balance, 129

vorticity tensor, 78

wall conduction temperature, 141

wall shear stress, 139

wall superheat, 212

wall units, 139

Weisman correlation, 205
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